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ABSTRACT

Tao is ahigh performance platform foimplementing reconfigurableardware designs.

The architecture features ragh aggregate throughput and a modular processoe
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base reconfigurable hardware technology.
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1. Introduction

The conventional paradigm of computation, embodiethbydeas of Church and Turing
and embedded irthe stored-program (vorNeumann) architecture, formulates the
dichotomy of hardware and software. [Cha96] Hardwatkdstructureof the computer;
it is immutableand tangible, likehe Turingtape reader. Software is tparposeof the
computer; it is volatile andhtangible, likethe bits of data on thanfinite Turing tape.
Excluded from this paradigm ithe possibility of modifyingthe structure to suit the
purpose. As a result, contemporary microprocessor architeexndst optimizations
such as multiple bus standards for different purposes, branch prediction, registeing,
and speculative execution. However, if hardware coulehdwdified (reconfigured) to suit
the purpose, one camagine acomputer with a singlall-in-one expansiosocket, and
processors wouldot need such complex optimizationkideed, thanks to programmable
logic technology, this traditional paradigm can be replaced with something Wiéti.
programmable logicstructure can be modifiedfor a specific purpose,resulting in
increased performance. A new genre of computer musg¢foeed: acomputer without a
stored-program architecture that can be customized to any algantfmljng a universal
Turing Machine. For this computer, the architecture becomes the program. Others who
have studied sucmachines haveeferred to them as either virtual computers [Cas93a],
custom computers, programmable activemorieqVui96], functionalmemories [Hal94],
or transformable computers.This work shall refer to them bythe common term,
“reconfigurable computer”.

How is it that thesame piece of hardware can be reconfigured to perfautiple
tasks? Thenablingtechnology of programmable logic is basedtlapremise that the
functionality ofhardwardies intheway primitive elementare connected. Thugiven a

sufficiently large set of primitive sequential and combinational elements and a
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reconfigurable interconnect, a vastimber of functions can be implemented with same
hardware.[Vui94]VuiA]

Researchers have been quickmplement reconfigurableomputers, lured by the
promise of fast computation. Howevdgscribing an algorithm inardware is an arduous
task,and performance is often times disappointing becthesenderlyingstructure of the
programmable logic contains inherent weaknesseBor reasonsinvolving cost,
performance, and engineeriagficulty, a high-endworkstation is ofterpreferable to a
reconfigurable computer.  Althoughprogrammable logic is capable of generalized
computation, it isnot capable ofefficiently implementing alluseful functionsdue to
implementation-specific architectural weaknesses. These limitations cavelimme, in
part, if proper hardware support is provided.adidition, it is easier toreateapplications
for reconfigurablecomputerdesigns if certain architectural tradeo#fee applied. This

thesis presents an architecture for implementing practical reconfigurable hardware designs.

1.1 The Postulation of Reconfigurable Computing

The purpose ofeconfigurable computing is to provide a faster and perhaps cheaper
solution to a range of key computational problems when compared to gpagrate
processors (GPPs) such as the DEIpha or TI's C80 MVP. This sectionwill
investigatethe worth ofreconfigurable computing froie standpoints of future growth,

economics, and theoretical advantages.

1.1.1 Growth of GPP machines

GPP machinesare ubiquitous because of théexibility, relative ease of programming,
and satisfactory performance. Mainstre@RPsqualify as universatcomputers with a
stored-program (voNeumann) architectur¢Pat96] Because dheir popularity, a great
amount of effort and capital has been invested in developing GPPs; as a result, the
performance of GPPs hasen growing exponentiallyGordon Moorenoticed this trend
in 1965 and this phenomenon has since been dubbed “Moore’s Law”. [M0096]

An important consideration whestesigning a reconfigurableomputer is if the

design can remain competitive withe aggressive performangsowth curve of GPPs. A
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general observatioabout previousvork onreconfigurable computers that none of the
approaches utilized dedicated arithmetic hardware to acceldificalt computations
such as multiplies. Ongould presume that a dedicatedltplier connected to aRPGA
would speed up operatiorssnce multipliesare inefficient in fine-grainedarchitectures.
One architecture Neil Bergmann’s CC-DSPBer94], seemed to agree witlhis
philosophy;however, upon furthanquiry regardinghis research, Dr. 8rgmann informed

me that
Arithmetic chips are not on gechnology speed up curve, but most use 10 year old
technology. We anticipate FPGA's walkceedheir performanceand continue to do so
even more in the future. [Ber96]

Dr. Bergmann has since researcimeachinesased sely on FPGAs. Although discrete
arithmetic chipsare not on @echnology speed up curve, integrated arithmetic functions in
theform of embeddedores are byefinition onthe same technology curve as FPGAs. It
turnsout thatthere could be a substantial advantagédeing embeddedores on the
same silicon die as an FPGA.

Some peak performance figures of GPPs are listed in Table 1-1 for reference.

Processor MIPS/chip
DEC Alpha 21064, 200 MHz 400
DEC Alpha 21164, 600 MHz 2400
TMS-PPDS, 40 MHz 40
TMS320C80, 50 MHz 2000

Table 1-1: Performance figures of GPPs. MMAC/s stands for Millions of Multiply
Accumulates / second. TMS-PPDS consists of 4 TMS320C40s.

1.1.2 Growth of FPGAS

GPP technology ishot alone in its aggressivgrowth curve. kyh demand for
programmable logic helps drive FPGA technology. Beyond economics, memory-based

FPGA technology has the following factors in its favor:
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* Memory technologyespecialySRAM technology, is growing in density, speed and
cost-effectiveness atrate of 16 = 1.25each year (Noyce’s thesis). Since SRAM-
based FPGAs use this technology, they also share its growth curve. [Vuli]

* New andrefined techniques, such as distributed arithmetic and improved Electronic
Design Automation(EDA) tools, wil help designersqueeze every lastrop of
performanceout of reconfigurable hardware. Steve Casselmansuggests that
reconfigurable hardware technology exhibits hyperscaleability—a performance to logic
area scaling factor better than 1:1. In other words, fpven problemiwice thelogic
area will yield better than twice the performance. [Cas93]

* New architectural features, such as fast cahgins and embedded function blocks,
will provide application specific performance growth.

Because reconfigurable hardware performagecewth stems from significant
enhancements inoth thesilicon and the architecture, one could speculate thabikeall
short-term reconfigurable hardware performance curve is steeper than that of the GPP. In
fact, recent performance statistics released by AlteraXdind suggest that theiFPGA

technology outclasses GPP performance by over an order of magnitude.

Processor Relative Performance
133 MHz CISC CPU 0.24

50 MHz DSP Processor 1

Four 50 MHz DSP Processors 4

Altera EPF8820A-2 (75% utilization) 32

Altera EPF81500A-2 (60% utilization) 67.2

Table 1-2: GPP versus FPGA performance comparison in selected DSP application.
[Alt23]

Thus, reconfigurablecomputer designs which rely onprime-growth reconfigurable
hardware technology arather actively researchadchnologies such as fast SRAMve

a reasonable chance at keeping apace with GPP performance.
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1.1.3 Programmability of Reconfigurable Hardware

Perhaps the greatestuimbling blockfor the massacceptance of reconfigurable hardware
is its high engineeringost perapplication. For example, efficient FPGA implementations
require an intimate knowledge tfie underlyinghardware and the developmenobls.
Unfortunately, neither hardwamor developmentiools are standardizednaking most
designs grossly unportable adgiifficult to upgrade. Also, debugging a hardwdssign is
extremely difficult. It is a slow andrduous procesgspecially if multiple FPGAs are
involved. Inthe end, most programmers aaldorithm researchers would prefer to avoid
learning EDA tools and mucking about with hardware—they would rather cdalailiar
languages like C/C++ even if heans that their applicatioman orders ofmagnitude
slower. [Cas94]

Althoughthe efficient translation of highevel concepts to hardware is beyond the
scope ofthis thesis, it is important to acknowledte futility of reconfigurablehardware
without useful application configurations. Whemeating a reconfigurable hardware
architecture, it is important for the designer to keep imdrthe end users and taake

tradeoffs which increase the usability and testability of the system.

1.1.4 Significance of RHP Technology

1.1.4.1 Essential Concept

Perhaps the role of the RHP can be battederstood if one considers péace in an
analogy usinghe Turing macime. Toadd strength tdahis analogy, real numbers from
real processorsilvbe presented in the next sectioRecall that a TuringnachineT;[X]
consists of soménite statemachineFSM; and soméapeconfigurationX, and computes
some resuly. In this example, it may be helpful to thinktbé tape as saufficiently large
bank of generalized memory. time case of both GPPs and ASIESM,; is fixed andthe

only variant between applications is the configuratioX .of
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Figure 1-1: Turing Machine

GPPsachieve generality by choosing B®Mgepe that is capable of emulating anyher
Turing machiné] in other words, the GPP isumiversal Turing machine. Church’s thesis
states thaevery discrete function computable d&yy realizable machine computable by
some Turing machine, so thbility to emulate anyractical Turingmachine is equivalent

to the ability to compute any discrete function. [Pra97]

FSMgpp

/

meta-X = /aiearioa: ]

Figure 1-2: Turing machine analogy of the GPP.

This process of interpretation, asingcoded representations wiachines asputdata to
another machine, isxtremely powerfulput it hasthe disadvantage that it is slower than
direct implementations. Each emulategeration of FSM; would require several
operations ofFSMgpp unlessthe architecture of the target&®M; happens taclosely
match thegiven FSMgpp. Also, because thESMgpe has to be able to emulate any
number of typicalFSM;, not every FSM; application il take advantage odll the
hardware embodied IRSMgpp.

ASICs areexamples ofdirect implementations of computable functions. The
Turing machine analogy of aASIC is someTasc which uses anFSMagc that is

optimized for a particular applicationrhis typically implies a loss ajenerality, often to
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the point whereT asc iS no longer a universal Turingnachine;however, this loss of
generality istradedoff for better performance and/or less hardware, depending on the
target application.

The Turing analogy of aRHP is somé'r whereR is the set ofealizable FSMs
using the available reconfigurable hardware resources. The key difference bEjveeeh
Tepp and Tasic IS that FSMgpe and FSMagic are fixed while FSMg, is flexible within
certain bounds.This introduces a newet of performance tradeoffs that spans the gap
between the GPP and the ASIC. In terms pofctical advantagesTr offers a
performance advantage ovEgpe becauselr can be configured to morosely match
the targetT;. This eliminatessome of the interpretive overhead, without a loss of
generality. Tr also has practical advantagager Tasc in manysituations. By either
exclusively usingRHP technology or aybrid between ASIC and RHP technologies, one
can expand the scope @bplications that a particular piece of hardware can penfotim
little loss in performance. This translates to savings in reenginemsigand a greater

market penetration to more customers.

1.1.4.2 Evidence of Essential Concept

Although the TuringMachine analogy is useféibr trying to introduce som&ndamental
concepts about the distinmtis between RHP&PPs, and ASICs, has little bearing on
what can beaccomplished in practice. The Turilpchine is athoughtexperiment in
computation] no engineer wouldmplement such anachinebecause its purpose is to
prove computability with no consideration of performance. otder to addsubstance to
the TuringMachine analogy, a comparison @dntemporary GPPs, RHPs, and ASICs is
provided in this section.

A comparison of GPPs, RHPs, and ASICs canntede onthe basis of
performance versusost ofgenerality. Thecost ofgenerality is defined afie amount of
effort, measured in dollars, required to create a particafgplication in agiven
technology. Effort igprimarily humanabor costsand in the case of ASICs, tleest of a
fabricationrun. Sincestartup costs could Harge compared to theost ofdeveloping a

single application, thetartup cost immortized over twentgpplications in this analysis.
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Measuring performance can also be very tricky, since neRhk#?s nor ASICsreak
down operations intguantizable “instructions” a&PPsdo. A more general metric,
results per second, is used instead.this case, a simple signal processjtg-tap FIR)

application is used to benchmark performance in terms of samples per second.
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B _
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T " |® 300k
10000000 ‘ RHP Region -
// FLEX 10K
‘ i Bl ASIC Region
] . I
1000000 o * PowerPC
PPro
Performance :. & MAX7000
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100000 . * Peak
Sht u Typical
L ]
10000 7 GPP Region
1000 A
*
PIC
| |
100 | |
1000 10000 100000

Cost of Generality ($ for 20 apps)

Figure 1-3: Cost of Generality versus Performance

Figure 1-3 summarizethe relationship betweeiPPs, RHPs, and ASICs in terms of
performance versusost ofgeneralityper twentyapplications. One can see that the space

is divided intothree overlapping regions, one for each technology. These retgante

the set of performance-cost points anay encounterusing each technology. The GPP
region covers the lower performance, loast spacewhile the ASIC region covers the
highest performance, high cost space. However, there is quite a gap between the GPP and
ASIC regions in botltostand performance. The RHP spdhis gap as aompromise
between performance andost. As GPPscontinue to be drivertoward higher

performance and ASIC®ward lowercost, the RHRises asthe solution of choice in
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terms of cost of generality per unit performance. Thus, this graph addsisaibdity to
the Turing Machine analogy presented in the previous section.

Some data pointsave been assigned tloe regions demarcated in Figure 1-3 to
addcredibility to theseclaims. The points in the ASIC region are the G11p and the 300K
processes. The G11p is LSI Logitigh end 0.18um processvhich provides up to 6.1
million gates pedie at anfof 1.2 GHzand a system clock of up 800 MHz. The 300K
is LSI Logic’s low end).6 um processvhich provides up to 500,000 gates at aoff350
MHz and a system clock of up to 150 MHz. [LSI97]

The points in the GPP region are based mel’s PentiumPro processor, the
Power PC603e, TI's TMS320C6XLIW DSP processor,Hitachi's SH-1 RISC
processor, and thdicrochip PIC 16cXX microcontroller. The points were chosen to run
the gamut of performance versosst. At thehigh end, TI's TMS320C6x processor
performs well because it is optimized for DSP applications. At the low enlllichechip
PIC 16cXX performssery poorly and at &igh developmentostbecause thé6-tap FIR
application is extremely difficult to implement in suckraallprocessor. Thperformance
numbersfor all processors are estimates derived by coding upéhap FIRapplication
in C, compiling to assemblynd examiningthe number of instructions ithe nain loop.
This number is scaled by each manufacturer’'s advertised performsese In one case,
the TMS320C6x, armptimizing compiler wasiot available, andhus the performance
information wasextrapolated from manufacturelata. The authorefers interested
readers to the various manufacturer's web pages for the upei-dateperformance
figures.

The points in the RHP region are basedXdimx’s 4000EX architectureAltera’s
10K architecture, and Altera’s MAX7000 architecture. The performancabers were
pulled from [New94], [Alt23], and in the case of the MAX7000, the author’s best estimate

of this low-end RHP’s performance.
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1.2 Reconfigurable Hardware Primer

1.2.1 Commercially Available Reconfigurable Hardware Architectures

Today’s market offers a wide variety of reconfigurable hardware architettugeted at
a diverse range of applications. #e low end, there ane-circuit programmable logic
arrays such as the Altera MAX700@8riesEPLD. Thesedevicesare designed for
“system glue” functions; they have a high systgenformance at a relativelpw density
andcost. At thehighend, SRAM-baseéfield Programmable &e Arays (FPGAS) such
as theXilinx XC4000E series dominatthe market. These FPGAs atargeted at
implementing etire computational or contralubsystems in a single chip. Recently, Actel
has introduced #amily of FPGAs which can includstandard coresuch as DSPs and
PCI interfaces, right on the digwil97] This higher level ofintegration boosts the
maximumperformancdevel by allowinggreaterbandwidth andaccessibilitybetween on-
chip components while reducing system costs.

Regardless of thearget application or performance poingll commercially
available reconfigurabléardwarefall into the class of architecture known as regular
structures. Regular structuremploy one ortwo core elements referred to dsgic
blocks or macrocells that consist of soceebinational and some sequential logic. These
logic blocksare thentypically repeated in an array form, and surrounded by inter-block
routing resourcesReconfigurability of a regulastructureimplies thatthe logic function
computed by theombinationalresources is programmable, and that the routing resources
can be programmed gupportdifferent interconnegpatterns. Th@rimary subclasses of

regular structures are tleearse-grainedand thefine-grainedarchitectures.

1.2.1.1 Coarse-Grained Architectures

Coarse-grained architectures featrglatively smallarrays of wide logic blocks embedded
in some hierarchical routingtructure. “Wide logic” refers to logic ofmany(on the order
of 20) input variables. Each piece of logic can fest flip flop; hence, coarse-grained

architectures favorcombinational logic-intensive applications. Programmable Logic
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Devices(PLDs) such as Altera’s MAX 5000/7000/9000 series or Cypress’ UltraLogic
FPGAs, and Xilinx’'s 9500 CPLDs are examples of a coarse-grained philosophy.
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Figure 1-4: Structure of Altera’s MAX9000 Macrocell and Local Array [Alt126]

The Altera MAX 5/7/9000 seriemmploy a hierarchicatructure with the macrocellbeing
the smé#est unit(see Figure 1-4 and Figure 1-5 for block diagrams). Macrocells consist
of a PAL-like (programmabl@&ND, fixed OR) product termarray (with 32+product
terms)feeding a singldlip flop; macrocellsare organized inttbgic array blocks (LABS)
via a localinterconnect, and LABsare gbbally interconnectedvia a Programmable
Interconnect ArrayPIA). [Alt95] Cypress’ borderline coarse-grained UltraLogic FPGA
uses an elemestmilar tothe macrocellbut without the hierarchical structure; instead, the
FPGA is organized as a uniform array of macrocells with glebating resources
distributed throughout. [Cyp96]

As mentioned before, coarse-grained architectareslesigned forsystem glue,
control, andiming generation applications. The wide logigplemented irthe logic cells
allow wide addresslecoders to benplemented in a single cell, which is key in system-
level applications. It also allows complelkigh performance FSMs to benplemented
with one cellper state bifl an important feature for control artdning generation
applications. Most coarse-grained architectures also have a routing scheme which features
predictable delaybetween logic cells. This allows designers to perform pre-compilation

timing analyses whewmloing speed-critical designs. The key disadvantageoafse-
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grained architectures is that the performarateoff with increasing complexity isery
steep. Forexample, arithmetioperations tend to require mopeoduct termsthan a
single logic cell is capable csupporting; thusjogic cells must be cascaded and the
computationtime for the function isthe depth of the cascatimesthe delay of a single
cell plusthe routingdelay. Also, each bit of a multibit bus functionl wequire at least
onelogic cell, since each logic cefields a singlebit of output. Thus,trivial arithmetic
operations such ag31:0] = (a[31:0] O b[31:0]) will be area-inefficient becausaost of
the product terms iepach logic cell vl be unused. Finally, because of thaigh ratio of
combinational logic taregisters,pipelining computations isnot practical; eaclpipeline
stage Wi tie upnotonly a singleregister, but also the entire blockafmbinational logic

which feeds the register.
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Figure 1-5: Altera’s MAX9000 device block diagram [Alt123]

1.2.1.2 Fine-Grained Architectures

The answer tamplementing complexcomputational functions in &elatively efficient
manner ighe fine-grainedarchitecture. In this case, each device consists of a large array
of narrow (roughly 5 inputogic cells in anorthogonal routing matrix. Because tiee

of thecombinational logic in each logic cell is so much smahlan in the coarse-grained
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case fine-grained architectures can cram more lagits intothe samearea. As a result,
the ratio ofcombinational logic to registers amduting resources tends to be better
balanced. While fine-grained logic suffergreatercombinational delay penalties when
implementing very wide logidunctions, this loss is outweighed blge gain in area
efficiencyand theability to createefficient pipelines. Areaefficiency isimportant because
spanning a singleomputation between rtiiple chips istoo slow to be aviable option.
Also, manyfine-grained architectures offgpecial carry chains that can bed to speed
up operations such as additions, with the tradeoff of dtvgit placement constraints.

This in turn limits the routability of the design.
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Figure 1-6: Simplified structure of Xilinx 4000 series CLB. [Xil2-10]

Some examples of fine-grained reconfigurabt@ardware architectures are th@inx
4000Eseries andhe Lucent Orcaeries FPGAs. Thstructure of aXilinx 4000Eseries
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logic cell (called a Configurable Logic Block (CLB) in Xilinx jargon) is shown in Figure 1-
6. There are around a thousand of these CLBs in each ofititerange devices. Not
shown in Figure 1-6 are the carchain logic andl/O. The function generators and
configuration muxes, awell asthe routing resourcesll have their configuratiostate
stored inSRAM cells (as opposed to EPROMells); this allowsthe devices to be
reconfigured in-circuitvithout aspecialerasecycle. Figure 1-7 illustratete orthogonal
routing structure of the XC4000E FPGA.
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Figure 1-7: Double-length routing resources in the Xilinx 4000 Series [Xil2-15]

Because thdunction generators are-bit lookup tablegLUTS), they can compute any
boolean functiorh of n bits. Thus, in this case, edtp flop could have as an input any

boolean function of the form

d =h(f(Fy, F2, Fs, Fa), 9(G1, Gy, Gs, Ga), Hy) (1-1)
Note that thef, g, and h functions are referred to as FMAP, GMAP, andMAP
generators in Xilinx jargon.

Because thdunction generator LUTs are SRAM basetiey can also serve as

distributed memory elements. &ther words.each CLB can be configured as either a
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16x1, 16x2, or 32 x1 single or dual-ported, edge-triggerdelvet-sensitive RAM. Table

1-3 summarizes the availability of the different modes.

16 x1| 16x2 | 32x1 Edge-timing Level-timing
Single-Port X X X X X
Dual-Port X X

Table 1-3: Supported RAM Modes [Xil4-14]

This feature gives this particular fine-grainearchitecture a distinct advantage in
distributed arithmetic computations.

The Lucent Technologies Orca architecture also has special features directed at the
implementation of arithmetic functions. Their ORCA 2C FPGA is based on a
Programmable Function Unit (PFUyhich can be configured as 4x1 muditiplier.
Although the difference is subtle, tik@dinx 4000 series CLB ignable to implement a 4x1
multiplier in a singleCLB due to the ranner in whichthe LUTs are partitioned. The
ORCA 2C series of FPGA also uses a hierarchical partitioning scfegmeére routing

that divides the chip into four large quads, and each quad into several subquads. [ATT95]

1.2.1.3 Other Architectural Distinctions

The are sometherarchitectural distinctions, in addition to granularity, that are important
to this discourse. The first distinction is partéyinamic reconfigurability. Certain
architectures, such aAtmel's AT6000 series FPGA and MIT's DPGA architecture,
supportthis. [DeH95]Atmel’s jargonfor partial dynamic reconfigurability is “Cache
Logic”, which hints atthe concept of storingpgic configurations in an external RAM
cache and loading them in when needed. This characteristic is deswvhbéte
implementing arRHP because gjivesthe user a broad range fteéxibility in high-level
design, aswell as the ability to use portions of the hardwamehile concurrently
reconfiguringother portions of the hardwarelhis helps mitigateéhe objectionably long
configuration timgtens ofmilliseconds) typical ofnost reconfigurable hardwar¢Ros9-
11]
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1.2.2 Research Reconfigurable Hardware Architectures

A number of innovative reconfigurable hardware architectures have been explored by
research teams in universities and in industry. Pertia@of the greatest drawbacks of

all thecommercially available reconfigurabiardware products is thufficulty associated

with creatinghigh clock-rate applications for them. Conventional architectures focus on
providing users with aextremely large array ane ortwo kinds of primitive logic cells.
Although this makeghe architecturevery general, certain applications hawefficient
mappings tahese architectures. System integration is also whéfreult because there is

no built-in structured 1/0Osuch as &Cl or localbus interface. A predominant theme in
research architectures is providing users with nsdieon infrastructure to make RHPs
easier to use and provide higher performance.

The Dynamic Instruction Set Computer (DISC) is aaxample of arRHP with
enhanced infrastructure fetructured computation. The DISfdelsthe GPPparadigm
in the sense that it provides users with an instrud&tmnd a programming mod#éhat
can betargeted by a softwareompiler. This allowausers to creatapplications for the
DISC using high-level languages insteadchafdware description languages actiematic
capture tools. Where the DISdliffers fromthe GPP is that the instruction s=n be
configured using instruction modules. Alse machine executes programs, custom
instructions performing complerperations can belynamically swappedin. These
instructions have to be designpdor to run time, andhe compiler mustcreate object
code that utilizes these new instructions. [Hut95]

Another class of architecture which provides an enhanced level of performance and
ease of use is the &eddedcore architecture.Embeddedcore architecturesave been
pioneered by various groups amas recently made an appearance in commercial FPGAs.
These architecturesightly integrate some processing functiomplemented at the
transistorlevel, with a reconfigurabléardware array. By integratingpmmonly used
functions into highperformance embeddexbres, thedesign effortper application could

be reducedvhile increasinghe application performance. The disadvantages of embedded
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cores are that ndall applications W use the emmeddedcore, and that embeddecbre
technology could be morexpensive because it fargeted at a lowevolume, higher

performance market than the traditional vanilla RHP. [Act97]
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2. The Tao of Design

2.1 Introduction to Tao

Because most of the reseaialiolving reconfigurablecomputing has beetargeted at
niche applications, a generapurpose platform for reconfigurable hardware
experimentation has yet to be developed. A platform is developegustiitdd in this
sectionwhich fuffills that role. Current RHP platformsuffer from low bandwidth and
high configuration overhead; the platform presentethis section addresses these issues.
[DeH94] Because a key goal of this platform is a balanced architéoturigh aggregate
data throughput, ihas been name@iao. Holistic balance is an importapart of the
Taoist philosophy.

A high aggregate data throughput is thmil of computer architects; caches,
pipelines, interleaving, widelatapaths, FIFOs, and multipomemorie§] they are all
elements of a well balanced systelvithout such features, the processore wil starve
and system performanceillwnever reach the theoretical peak performance of the
processor. Reconfigurableprocessors promise amven greater performance than
traditional processors, bthis is atwo-edgedoromise; as peak performance increases, so
does the demands on the overall system bandwidth.

The following sections discusshe design goals and engineering tradeoffs in

creating the Tao platform.

2.2 Design Goals of Tao

Simply stated, these are the design goals of the Tao platform:
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Provide a platform for experimentation with various typeseabnfigurable
hardware.

Balancedthroughputfrom end to end. Endmclude video cameras, video
displays, host RAM, and hard drives

Scaleable architecture.

Aggressivegrowth curvel implementation technologies must hageowth
curves similar to that of GPPs.

Worst case sustained processing at a 60 MB/s data rate.

Sufficient flexibility to efficiently implement most signal processing algorithms.
Easy to usE simple low level interfaces andprotocols for processing
hardware; reusable design elements for fast library-based design.

Simple] a simplearchitecture is easier timmplementand better for practical

reasons.

The architecture in Figure 2-1 was devised to meet these goals; justifications and tradeoffs

for each subsystem will be discussed in subsequent sections.
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Figure 2-1: Tao Architectural Overview Block Diagram.

The Tao platform sits on a PCI card. The BG$ was chosen for its ubiquitousndsgh

sustained performance (132 MB/s peak, 120 MB/s sustaimedirectional), and

sophisticated bus featuresThis bandwidth is split intotwo channels bythe data
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concentrator (contained in the GLU FPGA) dmdffered bythe Reformattingengines
(REs). The REs argivotal in maintaining a high systethroughput aghey act as
intelligent buffers betweethe high bandwidthbut bursty transactions of the Pkiis and
the sustainedbandwidth required byhe Tao processor coreThe REs arecapable of
performing implementing two-dimensional addressing schefoesthe purpose of
converting rasteorder data tdlock order dataand viceversa. Thewo REs feed their
bufferedcontents into the processor conghich in this implementation consists of a 2x2
array of Reconfigurable Macrofunction Units (RMUs) embedded i8-[& toroidal
interconnect calledthe Board Level Routing (BLR). Each RMU containsome
reconfigurable hardware along wiimy supportdevicesonemay desire. The RMUs are
socketed so that thelatform can be upgraded as reconfigurable hardware technology
advances. The toroidal topology was chosen for the interconnect between R&&luseb
it allows adequate scaleability, but more importantly, it keeps thedesign
orthogonall because there are no interconnection “edges”, an RM&Ign can be

plugged into any of the slots without modification or re-wiring.

2.3 Board Level Routing

The heart of th@ ao platform is theprocessor coreyhich consists ofour RMUs and an
interconnect matrix callethe BoardLevel Routing (BLR). This section provides an in-

depth discussion about the BLR.

2.3.1 Problem Statement and Givens

The BLR must provide a routing matnixhich providessufficientRMU interconnectivity
and bandwidth forall common applications. The routing matrix must dfécient, i.e.,
common applications i use most of the routingapability. It must also berthogonal
such that it providegoodscaleability tolarger systems. The routing matrix must also fit

within the prescribed 180 mm x 180 mm area for the Tao core.

In summary, the routing matrix must be

» extensive: capable of implementing most desired routing schemes
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» comprehensivethe routingmatrix must be able toonnectall combinations of
RMUs and REs

» efficient: the routingmatrix cannot provide capacityhich is rarelyused in
typical applications

» orthogonal andcaleablethe routingmatrix mustlook topologically identical
from each RMU’s vantage point, and it mhsive a direcscaling scheme. In
other words, there should be few or no special cases.

» practical: the routinggcheme must benplementable within a realisticudget
and time frame. Theouting scheme must also includelequate support for
handshaking and flow control.

» dynamicallyreconfigurablethe user must bable to modifythe routing and
RMU configurationswhile the processor ieunning. Reconfiguration of each
RMU must also be fast, on the order of milliseconds.

» limited globaloperations: the routingiatrix must also have provisiofisr a
limited number of key global operations, such as resets and interrupts.

The fixed factors (givens) which BLR has to be designed around are:

* must fit in 180 mm x 180 mm area

* signalscount to RMU islimited; depending othe connectoscheme chosen,
anywhere between 120 and 180 raw signals are available

* must incurminimal propagationdelay to allow nominaboard speeds of 33
MHz

2.3.2 Routing Architecture Evaluation Methodology

An iterative refinemenprocess was used afesigning arouting architecture. A large
number of base architectures were investigated and were subject to projected performance
evaluations in certain representative applications. The architeghich bestfit the

above criteria was then refined and re-evaluated satisfactory resulterere achieed.

The representative applications chosentli@revaluation were an alpha-blendessimple

video scaler, a 4-element inner-prodaomputer, a quadrature modulator &reaming

data,and a simple JPEG-type compressor. These applicatiereschosen becausigey
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represent a broad range mdssiblerouting and dataflow requirements. Computational
intensity had no bearing on application selectiofhe applicationsare moreprecisely

defined in the following sections.

2.3.2.1 a-blender

Alpha blending ighe pixel by pixel linearinterpolation oftwo images. Given an m x n
imagelmm, an m x n imagdn, and somelending coefficientr, alpha blendingproduces
an m x n imag& ,, such that
Km=0Im+ (1-a) Im

The alpha blender implementation considef@dBLR evaluationtakestwo 8-bit data
streams loaded as either interleaved or consecutive blocks in ¢tmetafo RE buffers.
The data ispumped into the BLR andouted to oneRMU where thea-blending
computation is performed with the option @fnamically changinga-coefficients. The
resultingdata stream is truncated to 8-bit quaaticn before beingoutedback to the

remaining RE buffer.

2.3.2.2 image rescaler (decimate and interpolate by rational fractions)

The image rescaletakes in a single 8-bit video stream amatputs asingle 8-bit video

stream. The algorithm performed is the basic L/M rational scaler (no polyphase form):

— TL h(k) lM —

Figure 2-2: Rational L/M image scaling algorithm implementation

The interpolation by L is performed by the souRE, and thedecimation by M is
performed by the destinatidRE. Theability to distribute and collatelata atmultiple
rates in the REmBicreaseshe flexibility of the platform as a gnalprocessing enginéi(k)
is some 8x8 FIR filter, and it is implemented usafigd RMUs. Two RMUs are dedicated
to computing the horizontal component of thieer, and the othertwo RMUs are

dedicated to computing theertical component athe filter. At a BLR rate of 33 MHz,
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the system wl provide 30 fps performance &i12 x 512 x 8mages when I< 2. The
reason this algorithm is considereder thepolyphase form is because tldwision of
labor between RMUs resembldé®e division of labor required for a more genessdt of

signal processing algorithms.

2.3.2.3 4 x 1 inner product with arbitrary vectors and constants, or Quad Binary
Operator Sum (QBOS)

This application is a generalized form of computegtorinner products. Recall that a
4x1 inner product has the form
vV =a;b; + ab, + aghs + aub,

The generalized inner-product form allowse to substitut@any binaryoperator in the
place ofthe multiplies and adds,ncluding non-linear functions. The implementation
considered for BLR evaluation uses ingamples with 8 to 16 bits oésolution. Once
again, this algorithm is not particularly efficiebyt it ischallenging to implemembuting-

wise, as each binagperatorhastwo inputs and oneutput thatmust beroutedvia the

BLR. Note that Figure 2-3 includes a provision for feedback paths.
al
—
2 D
)
a3
S
a4 D
p—y

feedback path

() nee

Figure 2-3: QBOS implementation. This variant has a provision for feedback paths.

Note that the input rate is 8 times the output rate.

2.3.2.4 Quadrature modulator

This applicationdemonstrates theapability to perform modulation and demodulation
tasks if the platform were used part of say, a channel simulator in digital wireless
communications. This applicatidakes in a stream of 8-lsamples, divides it into | and

Q components, andhultiplies each stream by eitherlacally synthesized cosine @ine
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function. The modulated streams are adadegtherand senoff to an REfor buffering.

The point of this application is to demonstréte flexibility to perform in non-video

applications.

samples in

8

1/Q Splitter

sin( w) samples out

Figure 2-4: Modulator implementation.

2.3.2.5 simple JPEG compression system

This is the stock JPEGompression application. There amany referencesavailable

describing this application, so a lengthy descriptiothefalgorithm isnot provided inthis

text. The key point is that thedgorithm can be broken into computational blocks that can

be fit within a single RMU. What each computational bldoles is notmportant in the

current context.

Statistics

Raster to Zig-Zag . Encoder(s).
— —> —> —> —> —
Block DCT Scan Quantize (RLE/
Huffman)
coefficients (quant maps) (coding tables)

Figure 2-5: JPEG compression implementation [Deb96]

The DCT coefficients, quantization maps, and coding tablealcbareconfiguredwhich

makes this an attractive tool for tweaking aspectshef JPEGalgorithm for different

applications. Once again, the REs serve as a buffer for the unencoded and encoded data.
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2.3.3 Initial Guess—Architecture 1

Figure 2-6 illustrates the details of the first-generation routing architecture.
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Figure 2-6: First pass architecture

This architecture uses a toroidal routisgheme to eliminate “edges’thus meeting the
orthogonality goal. Thewitching scheme employed #hite intersections of interconnect
wires is based on trechemeused inside most FPGAs. Eadiamond athe intersection
of two wires represents a non-blocking crossbar interconnection. The raainegne
scales linearly with respect to the number of processor nodes in theSamcghe size of
the crossbar interconnects ifuaction ofthe number of wires crossing at an intersection
andnot afunction nodesthe crossbars stay a constai#ie regardless dhe number of
nodes. The routingcheme is sufficierfor medium-sized arrayd0 x 10), but ifoses its

effectiveness as its siazpproachesfinity (100 x 100 or bigger). Ahis point itmay be
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useful touse a hierarchical routing scheme. Although this architectughegonal and
scaleable, it hathe obviousproblem of usingtoo many switch boxes, thusnaking it
impractical to implement withithe prescribed 180 mm x 180 mm area reserved for the

processor core.

2.3.3.1 Architecture 1 Case Studies

The following diagramswere used tohelp analyzethe architecture forefficiency,

comprehensiveness and extensiveness.
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Figure 2-7: Architecture 1 with alpha blender

The alpha blender application is perhaps the most trivial, utilizing a single RMU and
minimal BLR resources. The primary challenge in the alpha blender is in the RE, where

two video streams must be merged and interleaved.
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Figure 2-8: Architecture 1 with image rescaler

In the image rescaler application, RE 1 must equally distribute data to all four RMUs. The
first generation BLR architecture is biaséawvard applications requiringwo 16-bit
streams feeding into two RMUs. Because of this, some BLR resources mtiszéx in

the distribution of data. The same goes for the collation of data into RE 2.

A significant amount of datashuffling occurs within the REs in this
implementation. TheREs mustsimultaneouslyconvert raster data tblock data and
upsample by padding with zeros or downsample by skipping samples. In addition, the REs
may need to provide nitiple simultaneous disjoinstreams ofdata, or perhapsime-
multiplexed disjointstreams. Thigmplies thatthe address generatiaircuitry may have
to be replicated fourfold, and that Itmple independently addressable SRAM buffer banks
must beavailable withinthe RE. These rigorous requirements are reflected in section 2.5

which presents the RE architecture.

40



There is no inter-RMU communication in thesxample,but thereseems to be
ample resources available to implement inter-RMU communication if required.
The image rescaler example is gpod example of a problem which requires

distributed computational elementslany otherproblems (general filtering, convolutions,

transforms, and motion estimation) can be implemented with a similar topology.
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Figure 2-9: Architecture 1 with quad binary operator sum

The QBOSexample iperhaps the mo&LR-intensive example QBOSfits comfortably
into the current BLRscheme with plenty offoom to spare for morénter-RMU
communications. Bte thatthis application implementation assumes thlsg QBOS
operates on one constant vector and one variable input vector.

Although QBOSitself is fictitious,manyoperatorgesemblehe QBOS,including
inner products, four-wayideo mixing/fading,and nonlinear signal processing requiring

heavy use of transcendental functions implemented in lookup tables.
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Figure 2-10: Architecture 1 with modulator

The quadrature modulat@xample is included as d@emonstration of Tao'sbility to
perform operation®ther thanvideo DSP. Samples can be modulated atate of 33
megasamples/second dretter. The quadrature modulatexample requiredairly
intensive inter-RMU communication because of its split-and-combine datapath.

The JPEG encodexxample is included as a canonical image processistgm
demonstration. Thexample may be slightlynrealistic in its allocation of a single RMU
to the Huffman/RLE encoder problem. However, the allocation of RMUs to the DCT
problem seems to be fairly real and backed with sufficient evidence [Ber94].

Note that the JPEG encodetample allows dynamieloading of the quantization
tables, so as to givesearchers an opportunity ieractively exploreghe dynamics of
perceptual coding schemedJnlike the previousexamplesithe limiting reagent inthis

equation is thavailability of computational resources, instead of routing resour¢egs
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is because thbasicJPEGalgorithm resembles a vedeep pigline with no bifurcations

(“string of pearls” algorithril each computational block has one input and auput,

and the blocks are strung together like pearls on a necklace).
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2.3.3.2 Architecture 1 in Review

Figure 2-11: Architecture 1 with JPEG encoder
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Architecture 1 satisfiesiost of theprimary objectives othe routing architectureamely

the orthogonality, scaleability, efficiency, and comprehensiveness criteria. The

architecture is orthogonal in the sense thaag no edges, and the sense that from the

perspective of each RMU, the BLR looks the same. s$ca@eable inthe sense that the

growth ofwires with respect tmumber of processing nodesosler N. Hiciency and

comprehensivenessvere demonstrated in the case-study evaluations.

However,
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architecture 1 idacking in the practicality criteria. As previouslyoted, theprimary
objection about architecture 1 is its unrealistic use of switches.

An analysis ofswitch utilization inthe case-studgvaluations has led to a more
efficient switchingarchitecture. It turnsut thatthe current switch architectutes too
many redundancies and connection pairs that were never used in the case-study
applications. The types of switchimgtworksemployed inarchitecture 1 can be broken
down intotwo types. The architecture of tipgmary (type 1) switchboxes is depicted in

Figure 2-12.

Figure 2-12: Architecture 1 switchbox type 1 architecture. Thin lines are pass gates

and each thick line represents a 9 bit bus. 22 switches are required for this scheme.

Type 1 switchboxes are located between RMUs and are used to connect RMUs to the
BLR network. Type 2 (diagonal) switchboxes are located on diagonals between
RMUs and are used to connect wires to wires. The cuscdi@me places @egenerate
crossbar switching network at each bus intersection.

A new switchbox based on a partial crossbar topologglving more busses is

proposed in Figure 2-13.

1 2 3 6

w
%
‘ow
IS
N N\
NN NN

Figure 2-13: Switchbox configuration. Each line represents an 9-bit bus. 13

switches are required to implement this scheme.
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The switchbox in Figure 2-13 turmait to beequivalent tathe switchbox in Figure 2-12.
Thefollowing analysisbreaks down theossible interconnection pairs and evaluates their
purpose in the routing architecture.
* inputs 3 and 6 are RMlhjection points—thesare wireswhich connect the
RMU to the BLR matrix
* inputs 1, 2, 4, and 5 are BLR routing lines—they connect between switchboxes
* some routing pairs will never occur

* 1 will neverroute to 2:this isnotuseful, as that ilv loop a sgnal right
back to the sending switchbox

* 4 will never route to 5, same reasoning

* some routing pairs are marginally useful

* 1 mayroute to 5 or 4and 2mayroute to 5 or 4, for the purposes of
routing “long” signal runs (farther than one switch-box hop)

» diagonal routing ideq1-5, 2-4) has dubious value, sindee RMU
injection points are fully associative (connectedltpossible inputs)—
when wouldone use such mnction? Theonly reasonmight be to
route around @re-allocated linevhich is “in theway” of a longsignal
run. Howeversincethe FPGAInjection pointsarefully associative, an
intelligentrouter could compensate for this logoving the shorter run
out of the way.

» straight routes (1-4, 2-5) are frequently used

By trimming route pairs of dubious value, crossbar switdhuntcan be reduced from 13
switches down to 11 switchesincethe switches come in packages of fdabrs gain in
areaefficiency isworth the loss oflubiously useful switches, d@se package count per
switchbox wll be reduced from four to three. So @ast to waste awitch, onediagonal

will be preservedbringingthe number of switches up tb2. Thus, theevised switching
matrix has 12 switches, implemented wiitihee QS34X245 Quad 8-bit bus switches and
three QS3125 Quad single switches (the QS3125 is needed for the ninth flow control bit).
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Figure 2-14: Simplified switchbox with one connection pair (1-5) removed to bring

number of switches down to 12.

Analysis of the type 2 (diagonal) switchboxes reveals that they are redundant in the case of
the 2x2 RMU array. [@gonal switchboxes are used to provide righgles onroutes
which span distancdenger thartwo RMUs. Their location in the BLR is illustrated in
Figure 2-15. In the 2x2 casal] routes are single hogsetween Manhattan neighbors.
Theseroutes vill never require theliagonal switchbox because adjacent Manhattan
neighborsare alvays accessible withstraight wireroute. In thedegenerate 2 x 2 case, a
diagonal neighbor is also accessible without a diagonal switchbox.

Diagonal switchboxes are somewhaeful inthe 3x3 case, and aceitical in the
4x4 case. Thus, evethough they Wl be eliminated for practical reasons ithis
implementation, thegre required for larger designs. Asaditionalnote, aarger design
will also require more routing resources. Double-length wmagsbecome necessary, as
they are in theinternal Xilinx 4000 series architecturé/ide wiring channels with more
degrees of freedomillvalso be desired to accommodate long-run wires. Althdhigh
doesn’t soundcaleablg(n), itis—in the asymptotidimit, which isreached in the 4x4 or
5x5 case. By théme a 4x4 case is implementdd| diagonal routing boxes and double-
width routing with 32 bitlquad 8-bit)channelgas opposed to the current b6 (dual 8-
bit) channels) will be required. Scaling the wiring density any further than this will provide
diminishingreturns for larger designs. Theamaryreasons for cutting back on tidring
and switches in this implementatiane 1) Tao is a proof-of-concegésign and 2) Tao
must fit inthe form factor of a double-heigRCl card. Vith more space, &ll routing

matrix is feasible.
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Figure 2-15: Diagonal switchboxes are highlighted with gray boxes.

Removingthe diagonal switchboxes hdBe side effect of requiringhe datadistribution
scheme fronREs to RMUs to be augmented. Instead of distribudisigsolely through
direct and vertical-wire channels, a horizontal distribupath shall beadded. This will
completely eliminatehe need fodiagonal switchboxes with only a marginal increase in
the data distribution complexity.

Finally, in evaluatinghe BLR scheme, onénds thatthe SRAM of the REsuill
have to be segmented into several banks. Access tiitheseed to be lower than 28 ns
for a clock period of 33 ns with 5 nsmlargin. SSRAM is optimébr this purpose, as it
is easy to design with and pime depth is not asnportant as throughput. The RE
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SSRAM section has provisions for expansiotheform of daughtercardonnectors and

physical mounts.

2.3.4 Architecture 2
Figure 2-16 illustrates thenproved architecture. Notice thtte switchboxesiave been
revised, thediagonal switchboxes deleted, atite datadistribution injection points

reorganized.
Although architecture 2 preserves the routing density of architecture 1, the parts

count has been reduced. Table 2-1 summarizes these results.

Category Architecture 1 Architecture 2
Number of bus T-Gates 1600 896
Number of bus T-Gate Packagey 50 28
Number of injection points 8 16

Table 2-1: Architecture resource usage comparison.

The designs affected lilge optimizationemployed in Architecture dre the QBOS and

theimagerescaler. Figure 2-17 and Figure 2-18 shows thdesgns implemented with

Architecture 2.
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Figure 2-16: Architecture 2
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Architecture 2 represents an improvemever Architecture 1 in terms ahplementation

feasibility and T-gate allocation efficiency.
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Figure 2-17: Image Rescaler with Architecture 2
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Figure 2-18: QBOS with Architecture 2



2.3.5 Architecture 2 for Implementation

A careful examination o&rchitecture 2 reveals th#tere are anumber of topological
equivalents which can yield a significant improvemerdaard layout and partgilization.

All the optimizations presented this sectionrely on the fact that the 2x2 case is a
degenerate case. In ordersmalethe matrix up, it would benecessary to remove these
topological optimizations.

The following three figures illustrate a topological evolution of the BLR matrix.
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Figure 2-19: BLR at step one of the evolution (original Architecture 2)
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Figure 2-20: BLR at step two of the evolution. Wrap around signals have been
folded inside. Gray lines are 9 bits wide. Data enters from both sides of diagrams as
(FPGAD{1,2} A:D).
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Gray lines are 18 bits wide.
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Figure 2-19 depicts architecture 2 with tbeginal topology, featuring drue toroidal

wrap-around topology. Figure 2-20 depicts the BLR with the wrap-arsigndls flipped

inward. It is thelogical equivalent othe original architecture with a differerphysical

layout. Figure 2-21 depicts the BLR witHi@al optimization: the switchboxdsave been

condensed. Thsavings orthe requirechumber of switches by applyirigese topological

optimizations is summarized in Table 2-2. The condensed switchboxes tapaagy

depicted in Figure 2-22.

Category

Architecture 1 Architecture 2  Evolutionary

Number of bus T-Gates

Number of bus T-Gate Packages

Number of injection points

1600 896 320
50 28 10
8 16 16

Table 2-2: Architecture resource usage comparison, revised. Note that these

numbers are for 8-bit buswitch packages. An equivalent number of packages will

have to exist for the “d" bit” switches.

RE1A

RE1B

RE1C:

RE1D:

RE2A

RE2B

RE2C:

Figure 2-22: Condensed switchbox topology. There are two switchboxes total, and
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Note thatwith the condensed switchbox topology, th@émber ofcontrols for switches
goes down, but nowll RMUs must be installetbr proper operation of the &re matrix.
This will be a problem when debugging; a possil@dpproach is to provide manual
override to switchbox configuratiosignals viahard jumpers in case an RMU is not

installed or operational.

2.3.6 Globally Available Signal Resources

2.3.6.1 Introduction

The Tao architecture features, in addition to routable resources, globhadiylable
resources. These resources are chiefly used for control purposessigraist backward
stalls, global framing, exceptions amnaterrupts, coefficient distribution, and operating
mode signals. Globaksources can also be used to augroead routing resourcewhen

routing is very difficult.

2.3.6.2 Resource Allocation

There are 16 signals allocated to general purglodeml communications. lioresignals
(the GeneralPurpose Configuration Bus (GPCB)) are allocatethandlingthe “warm-
start” configuration of RMUs. A warm-started RMU is onevinich the bootstraf-PGA
has been configured. Thesze a total of 2dines (5 linesper RMU) provided for

bootstrapping the RMUSs.

2.3.7 Handshaking and Pipeline Protocol

2.3.7.1 Introduction and Definitions

The Taohardware supports a forward and backwstadlable pipelingrotocol. Forward
stalls occur when an upstream elenfai$ to produce data otime. Forwardstalls could
be caused by input starvatiorariable length coding schemgsg., statistical redundancy
compression), sourcdecimation, and computational overload. Backwstalls occur

when a downstream elemear@nnot accept data. Backwatdlls could be caused il
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FIFOs, variable length coding schemés.g., statistical redundancy decompression),

destination interpolation, and computational overload.

Forward stall logic is always required sincthe pigline must always be

synchronized tdhe availability of input data. Backwardtall logic is optional because a

data bucket (FIFO) is alwagwvailable to buffeputput data.Because of the performance

hit associated with them, backward stalls should be avoided if possible.

2.3.7.2 Implementation and Example

The pipeline protocol implemented in Tao uses the following three classes of signals:
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Global resef] a signal whichcausesall computational elements tenter a
known starting state All pipeline registers are considered to contaivalid

data after a global reset. The schematic name for global r€seRis

Forward flow] a set of signals, one for each 8-bit bus of datach goeshigh

to indicate the presence w@élid data on the bus. dfe that the forwardow
signal is local to each 8-bit bugn, except for the runs connected to the REs.
The REs generate aoplally availableset of forwardflow signals. The
schematic namior forwardflow signals iSST_F#, where # isany letterA-Z,
ranked by distance from the pipeline entrance. All equidistant pipe stages share
the same rank suffix. Pipe registers of one stage generates the nextlasak’s
signal, e.gflip flop A generatesutput A Q_A[#:#] ), whichturns into data
signal B O_B[#:#] ) after being processed by combinational logic.

Backward flow] an optional signal or set of signals which applies backpressure
to the pipe. Backwarflow signalsareimplemented usinghe global routing
resources. This is because pipgata isincompressible andne cannot insert
bubbles as done during forward stalls—hence, back stalls musttcaesdire

pipe to freeze simultaneouskgrward stall signals included.The back-stall
signal needs to havelagh drive capacity since hay have to drive several

pipeline stages’ worth of registers.



STALL_F STALL_R
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Kk — > — >
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Figure 2-23: Bidirectional stall flip flop with clear (BSFF). Unidirectional stall flip

flop (USFF) has a similar configuration.

The core element ofthe pipeline protocol is théidirectional stallflip flop with
asynchronous clear (BSFF). Please see Figure 2-23 for a diagramessegially an
Enabled Flip Flop (EFF) with dual enable signalie unidirectional staflip flop (USFF)

is an EFF with asynchronous clear. The BSFEfigiently implemented irthe Xilinx
4000 series architecture with lalf CLB—the BSFF requires one register and one

function generator to implement the mux.

DA
L2 D Q CL DB gl D Q CL DC gl D Qi p
ST F ST F ST F
ST R ST R ST R
> CLR > CLR > CLR
CLK @ ®
ST R
ST_FA—g
G_R
CLR CLR CLR
ST FB
b Q b Q ST FC b olsigR
ST R ST R ST R
> > >

Figure 2-24: Example pipeline using BSFF

Figure 2-24 and Figure 2-25 illustrate a ghipe usingthe protocoldescribed in this
section. It is a three stage pipeline surroundwng clouds of combinational logic. The
timing diagram illustrates a moderately hasyuation—when forward and reversall

signals collide. MNte that a forwardstall will never be issued if a reverse stall is in

57



progress, because reversalls wil affect the issuer of the forwardtall—anyforward

stall issue improgress at theme of a reverse statlannot terminatentil the reversestall

has ended.
< Forward Stall > Forward stall only needed for
[ Forward stall % [0 e vard stlls < rae e fwd stal cannot
from being issued > Reverse Stall update while reverse stall in
@ Reset — P progress
CLK mmmmmvﬁ—u—\ﬂ
G_R 1 ’
ST R ] V/
ST_FA | | [
DA L 0 D1 p2 X D3 [ D4 pDs X D6 X pr X D8
ST FB ] | ]
o8 (K 0 X b1 X p2 X p3 X D4 X ps X pe X D7
ST _FC ] | l
oc 77X 0 X o1 X p2 X D3 X b4 X ps X D6
ST_FD | | l
oc 7K 0 Y o1 X D2 X b3 X D4 X D5

Figure 2-25: Timing of example pipeline using BSFF.

2.4 Reconfigurable Macrofunction Unit (RMU)

2.4.1 Introduction

A reconfigurable macrofunction unit is the computational core of the Tao. The constraints
applied bythe BLR are therimary design considerations. Aside fra@atisfyingthose
constraints, an RMU is free to uaery kind ofcomputational element. This helps give the
Tao platform a longerlife span andgreater flexibility. By implementing the core
processing elements on removabégds, one can update the processorsoasnercially
available reconfigurablaardware technology progresses. It a#ows one tomix and

match various types of hardware; tstamplethe use of ASICs or GPRgthin an RMU

is notruled out. This section develofise RMU as an abstraction and alsepecific

hardware implementation of an RMU. Thus, an RMU raég comply withthe 1/Oport
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specification, the configurationscheme, andhe clock management schemeMore
information onthe configuratiorscheme can be found in section 2.6 and information on

the clock management scheme can be found in section 2.7.

2.4.2 Interface Specifications

2.4.2.1 1/0 Ports
I/O port organization is driven byhe requirements of thBLR; hencethe RMU must
comply tothese external specifications:or ajustification of the 1/0O port organization,

please consult section 2Bopard Level Routing

DD_N RED {@—  18bits

9 bits
RE_CTL @——> 8 bits

9 bits RD_W FPGA_CFG [@———p> 5 bits

RD_E GPCB @—> 16 bits
GLOBAL @——p> 16 bits

BLR_SA l@¢—1p>

CLK BLR_SB lg¢—p  Shits

1 bit

L

PWR 1@ 58 total
GND }g——

13 bits ——3pp» Spares

Figure 2-26: 1/0O port organization for an RMU. Pin count = 210.

Figure 2-26detailsthe I/O port organization specificatiofor an RMU. Signal names

have the following meaning:

DD_[NWSE] Direct data from nearest Manhattan neighbor FPGAs

RD_[NWSE] Routed dat&rom nearest Manhattan neighbor switchboxes.
All RD signals are 3.3V compliant.

RE_D Reformatting engine data, D = Direct

RE_CTL Reformatting engine flow control information, distributed
globally

FPGA_CFG FPGA configuration signals (CCLK, DIN, PROG, INIT,
DONE)

GPCB GeneraPurpose Configuration Busterface(for SSRAMs,
etc.)
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GLOBAL Global communication bus interface (reset signals, hacks,

etc.)
BLR_S[AB] BLR switchbox control signals.
CLK Clock signal, 33 MHz
PWR, GND Power signals (5V, 3.3V, current return GND)
Spares Spare pins (NC)

The RMU connector on the motherboard uses AMPMODU® .050 grid 80pin count
male surface mount connectors and one AMPM®D50 grid 50 pin count ate surface
mount connector.

Protocols forvarious busses are described in seco8.7, Handshaking and

Pipeline Protocal section 2.6, and section 2.5.

2.4.3 Configuration scheme

The RMU must obey the following configuration rules:

* Upon global configuration reset, the RMU must tristat@atputsand prepare
for total reconfiguration

» Data wil first be provided on FPGA_CFG; thisilwconfigure theprimary
bootstrap FPGA on the RMU. Tharimary FPGA shouldtake care to
initialize its PLL configuration outputs at this time.

» Data wil then be provided on the GPCB for configuration of secondary
FPGAs, SSRAM modules, and routing switches.

* Fully configured, the RMUmay enter run modevhen instructed, either via
command on the GPCB or a GLOBAL signal.

Configuration protocol details are covered in section 2.6GPLB Protocal

2.4.4 Clock Management Scheme

Each RMU is required tanternally regenerate the clockia a local PLL. This helps
reduce clock skew. It also providekey feature:the local PLL cangeneratedesign-

specificclocks. Sinceghe operation speed of an FP@&ies heavily orthe outcome of
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the place andoutehardware compiletthelocal PLL cangenerate a clock gnaltailored
to the design. If @esignrouteswell, the usemaychoose to double the clock speed and
gain afactor oftwo in performance. If thelesign callfor long combinational delays, the

clock speed can be halved. System synchronization issues are left to the end user.

2.45 RMU Internal Architecture

A single general purpose RMU was designed for this thesis work. This RMU features two
SSRAM LUTs (SLUT, pronounced “ess-lut”), one FPGA, and a PLL clock generator.

The SLUTSs can function as either local data storage, local coefficient stergge
guantization tables, DC¢oefficients, etg, or as acomputational element. The SLUT
has a computational advantageer the FPGA in situations whetgghly nonlinear
functions need to be represented. Suwn-linear functions include logarithms,
transcendental relationships, gameo@rection curves, squamots, number recoding,
and saturating rounds. The SLUT can also competg fast, low-latency 8-bibinary
operations, such as multiplies and adds, if necessary.

The following diagrams illustrate possible configurationstieé SLUTs and the

FPGA and some of their potential applications.

csmam J All SLUT addresses supplied locally.

» SLUT as a buffer for reformatting

cren je—> e SLUT as alocal LUT

A D e SLUT asaFIFO
|_. SSRAM _|

SSRAM
oo J Half of the SLUT addresses supplied locally, half
— AH
EPGA from external 1/0O.
g R * SLUT as a binary operator

AL
SSRAM
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SORAM

—> AL
Die—>
— > AH
FPGA
——» AH
Die—>
— AL
SSRAM

All SLUT addresses supplied externally, either from

single or multiple sources

SLUT as a binary operator (mixer operation)

SLUT as a flow-through computational LUT

Figure 2-27 is a complete block diagram of the internal architecture of the RMU.

sa403pLL  DCLK |
HCLK

—
D 5V - 3.3V converter, unswitched CLKIN
- 5V - 3.3V converter, switched — PLL CEG
<@—p> Signals going to connector —
| A A
I \j
CLK 5 =
AH[7:0 . S 5
D (7:0] D[17:0] DAlL70] & @ RE_D[17:0] |@—p>
2 -
WEA Q g
[a) o
SSRAM REA a FIXEDI[7:0]
FIXED_SEL[3:0]
< AL[7:0] CEA
BSA CLK —
— FPGA | o
oLk Ig
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IDSEL[AD] {——

74ALS574D

LED[7:0]

ZAALSR74D |

Bank of
LEDs

Figure 2-27: Complete block diagram of the proposed RMU. FPGA I/O count=181.

Because the FPGA is I/@mited, the direct datgpins (DD[NWSE]) are multiplexed
between functioning as diredatapins and as locaddress for the SSRAMThis is an

acceptable compromise sintke use ofany of these functions isusually mutually
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exclusive. Also,all of the signals which need to be configuredce orinfrequently
throughout operation ardemultiplexed and latched with addressat#gisters. The
FIXED[7:0] and FIXED_SEL[3:0] bussdsrm the interface for thessignals. Theonly

exception to this rulare the PLL_CFG[2:03ignals. Thessignals need to biexed upon

FPGA configuration inorder for theRMU to be functional; hence, thegannot be
demuxed by the FIXED[7:0] auxiliary bus.

2.5 Reformatting Engine (RE)

2.5.1 Introduction

The reformatting enginedREs) play a crucialrole in achieving a higlsustained system
performance. Th&aoplatform is in a situation wheiacomingand outgoinglata on the
PCI bus may flow in several short, high bandwidth buvetdle the internal dataflow must
be maintained at eonstant rate. Henceach RE must hawaufficient capacity to insure
that the Tao core does nstarve or overloadiven typicall/O conditions. Also, the
incoming and outgoing data streams will usually be in raster fowhag mostalgorithms
which run on Tao will expect data in block format. The requirements of an RE are

» buffering capacity for one frame of data

» sufficient bandwidth to keep up with maximum output and input rates

* raster-to-block and block-to-raster conversion capability

» flexible data distribution to Tao core

» decimation by sample deletion and interpolation by zero-padding capabilities

* easy upgrade path to larger buffers

» easy upgrade path to include direct video input and output support
A pair of symmetric REs are provided on the Tao platform, one to handle incoming data

to the core, and one to handle outgoing data from the core to the PCI bus.

63



2.5.2 2D Addressing

All video processing systems must deal With task of converting a 1D stream of data
into a 2D format towhich most signal processing algorithrage native. Tacomplicate
matters, many algorithms require thathe 2D image data besubdivided into smaller
blocks, sometimes with complex addressing requirements such as zig-zag scanning. The
Tao processoprovides a native 2D addressing environmentsitaplify the task of
implementing many algorithms.

Figure 2-28summarizeshe 2D addressing nomenclature. Magiablesx andy
refer to major indices. Boldfaced variableaynot take on théull set of naturahumbers,
Z, as valid values.Also, a variable-naught, such &g are constants with th@aximum
value of that index.For example, if an imagevere 128 x 32, ther, equals 128.The
variables i and j refer to minandices within sub-blocksThus, to convert betwedmear

(1D) addressing and 2D addressing,

linear address =X(+ i) + (y +]) - Xo), (2-1)
x O{n - ig}, y O{m - jojwhere n, m(J Z
z0{0,1,2,..}

The canonicaview of memory as a line@pace drives hardware and softweoastructs,
such as pointers, to be designed faedir addressingThere are numerous methods of
translating 2D addresses tadaraddresses, with fypical tradeoff ofcomplexity versus
flexibility. Thefollowing pseudo-codelescribes a method for readiogt 2D blocks from

a flattened raster using four hardware counters, i, j, x, and y.

if (i==i o) =>J++,1=0

it (==] o) =>X+=i  o,j=0

if (X ==x 0) =>Yy +=| 0, X=0

if(y==y o) =>end

linear address =i+ x + (y +j)-X o
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It is a design goal to break withe linear addressinggadition and usenultidimensional
addressing. Thusg)l memoryaddress spacedivbe specified interms of coordinates: (X,

y), or (X, Y, i, J), depending on the number of dimensions required by the application.

< Xo >
<i, >
[ 4 | J

io

* | 4 1 4

Yo

Figure 2-28: 2D addressing variable nomenclature. Black dots indicate valid points

for Xo, Yo

Translating theseultidimensionatoordinates to device addresses is straightforward. An
address word iV be broken into severaparts, with each coordinateeceiving the
dimensional length itequires. Thus, for the case of (X, y) addressing, possible

address breakdown would be (assuming memory is organized as 256k x 16):

17 0

< >|< >

Y coordinate X coordinate

Figure 2-29: Physical address breakdown for 2D scheme.

This addressing scheme allows images ud@24 x 512 x 8bits to be addressed and
stored, with a granularity down to 2x1 blocks. Four dimensional addressing, as in the case

of (X, y,1,]), is similar:
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17 0

< 0 o~

Y coordinate X coordinate j coordinate i coordinate

Figure 2-30: Physical address breakdown for 4D scheme.

This allows an image of up t64x32 16 x 16 x 8 bit block§1024 x 512 x 8 total
resolution) to be storeaind addressed on awdividual block level. Bystoringimages in
this format, random access of blocks is straightforward, and if zigeaaming is desired,
the lowerseven bits can be ruhrough a 256-bit look-up table’(2 2, to compensate for
the 16-bit organization of theemory) togenerate a zig-zag pattern. As@ate,256-bit
look-up tables can be implemented with just 4 CLBs in a Xilinx 4000 series FPGA.

2.5.3 RE Architecture

On thephysical level, an REEonsists of an FPGA and a mezzanine mencarg. The
FPGA provides the control interface, and thezzanine memorgard allows for an easy
upgrade of the SSRAMuffer. The RE has a 33 MHz clock buffered fridme PCI bus

clock, and a 66 MHz clock generated by a local PLL clock synthesizer.

2.5.3.1 SSRAM Buffer

The SSRAM buffer can be configuréat any ofthree operation modes: doulilaffered
half-rate, double buffered full-rate, and single buffer full-rate. Fig@ud4 illustrateuffer
operation in the three modes. The doutéfer modes allow simultaneouwsads and
writes, and it isusefulfor operations on real-time datastreams, sudh@se generated by
video cameras. Real-time datastredaemsl to “trickle” at a constamate, so theability to
read and writesimultaneously ismportant. The half-rate double buffered maaests
because some FPGAs have sld@ drivers and cannot keep up with the 66 MHz bus
rate. The singlbuffer mode allow®nly exclusiveread or write access per bugle; this
mode exists because ittlge easiest tanplement, and because it is well-suifed stored

data streams. Stored data streams doome hostRAM or hard disk, wheréhe dataflow
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pattern tends to bi@frequent,short,full-bandwidthbursts, grouped by read or write. In
other words, the dataust come and go on the PCI bus, sorntiaimumthroughput is
reduced to 66 MB/s because the bidirectional data streavesto be merged intosingle
unidirectional pipe. Instead dfickling in a frame, a framevrite or read musfinish to
completion before théuffer changes direction. Althoughe performance of aingle
buffer is limited to 66 MB/s, it is sufficient for most purposes.

Also, the 32-bitdatabus for thesingle-buffer mode ipartitioned intotwo 16-bit
busses with independent address generatidms allows a single image to be split into

halves so parallel units can process simultaneously.

Phase 1 Phase 2
SSRAM bank A SSRAM bank B SSRAM bank A SSRAM bank B DOUble bUffered
256k x 16 256k x 16 256k x 16 256k x 16
Full rate
_ _ Full duty cycle
16 bits @ 66 MHz 16 bits @ 66 MHz
(132 MB/s avg)
Phase 1 Phase 2
SSRAM bank A SSRAM bank B SSRAM bank A SSRAM bank B DOUble bUffered
256k x 16 256k x 16 256k x 16 256k x 16
Half rate
_ _ Full duty cycle
16 bits @ 33 MHz 16 bits @ 33 MHz
(66 MB/s avg)
Phase 1 Phase 2
Smome | <mame | Single buffer
Full Rate

32its @ 33 MHz 32bits @ 33 MHz Half-duty cycle
(66 MB/s avg)

Figure 2-31: Buffer configurations.

2.5.3.2 Flow Control; Interpolation and Decimation

The RE uses the standdtow control interface described in secti@ar8.7, Handshaking

and Pipeline Protocol In the case of a single-buffer mode RE used in the input path, data
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will flow into the REfrom the Que FPGA untilthe RE detects thatfall frame has been
written. While this is happening, ti@o core istalled. After this pointhe REswitches
to read mode and pushdata into the Tao core at a constant ratdjl the data is
exhausted. The R&gnals completion, switches backwote mode, and theycle begins
anew. The RE is sensitive to global ssdjnals only during REead mode. During RE
write mode, global stall signals do not affect buffer filling since it should be able to hold an
entire frame worth of data.

Interpolation of data is performed lyserting zeroes betweesamples using a
multiplexer. Zro insertion control camely on cues provided by the parityits of the
buffer SSRAMSs, sinc@-D interpolationcan be tricky. Decimation afata isperformed

by either stalling the pipe or by skipping addresses in the address generator.

2.5.3.3 Video I/O Support

The RE can also be upgraded to handle direct video input and oUitpstfeature
could alleviate some oall of the load on the PCI bus. Direddeo input works by
sharing buffer SSRAM idual-port mode betweendigitizer or anEEE 1394Firewire™
interface andhe RE. Directvideo output occurs in a&imilar fashion. The datapath
infrastructure for supporting direct video existspast of thebase design, andnly the
control signalsare provided for direct videoupport. A total of 5lines per RE are
provided for direchandshaking, and an additional 5 configuratinas connected to the

CE are provided for any additional FPGAs which may be on the mezzanine.
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2.5.3.4 Summary Diagram

To Configuration
: Engine
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Control Control
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Machine Control Machine
RES RES
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Hardwired
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Tao Core

Global Control
Signals <_
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Figure 2-32: Block diagram of RE for single buffer mode. Mezzanine signal count:

266 for two REs. RE FPGA 1/O count: 184. Diagram does not include 5V to 3.3V

conversion logic.

The bottom line on REesign philosophy is tget maximumfunctionality for minimum

design and debug effort. Becaube interface betweethe buffer mezzanine anthe RE

FPGA is so flexibledataflowbalancingbetween the PAdus and th&ao core igossible

for a number of scenarios.

Note that 5V to 3.3Vconversion logic is performed with Quickswitches as

described in Quality Semiconductor's AN-11A application note. [QSIAN-11A]
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2.5.4 Pin Count Budget Summary

Mezzanine card

Buffer Data 32
FPGA Config Data 5
Parity Bank A 2
Parity Bank B 2
High Address A 6
High Address B 6
Low Address A 16
Low Address B 16
Buffer Control 10
Vide expansion control 5
Total Signals 100
pwr/gnd percentage 33%
Total Pins for one RE 133
pwr/gnd pins 33
Total Pins for two RE 266
RE FPGA

Data from Glue 32
Control from Glue 4
Data to Buffer 32
Control to Buffer 10
Parity Bank A 2
Parity Bank B 2
High Address A 6
High Address B 6
Low Address A 16
Low Address B 16
Data to Tao Core 32
Control to Tao Core 4
Global Control Sigs 16
Video expansion 5
Control from CE 1
Total I/O count 184
Max /O count (PQ240) 192
Percent margin 4.17%
Free 1/Os 8

Table 2-3: Pin count budget for mezzanine and RE FPGA

Note that theactual number off Os availablefor most FPGAdesigns isaround 180—the
balance of 12 pins is usuallgquired for providing clocks, configuration informati@tc.

In the case that aapplication requires morgO pins, the Hgh Addresslines and the
Parity lines can be reconfigured since not all applications or hardware implementétions

require them.
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2.6 Configuration Engine (CE) and Glue FPGA (Glue)

The Configuration Engine (CE) and théu& FPGA (Glue) linkhe Tao processor to the
host computer. Asts nameimplies, the CE isresponsiblefor configuring all of the
computational FPGAgnitializing all LUTs, and setting up the BLR switchboxes. The
Glue FPGA is responsibfer translating S5938CI controller protocol tdao protocols,
and for directing higltevel dataflow. The CE must bable to perfornthe following
tasks:
» configuring RMU FPGAs
» configuring RMU PLLs, if necessary
» configuring RMU SLUTs
» configuring RE FPGAs
» configuring BLR switchboxes, if necessary
» partial and dynamic reconfiguration capability
» fast configuration
» cached configurations—Ilocal storage of configurations for fast recall
The requirements of the Glue are:
* Bus mastered DMA protocol support
* FIFO management
» PCI protocol management
» Bus mastered DMA transfers have been clocked in at 120 MB/s
» Data concentration
» Combining bidirectional data streams from two REs
» Protocol conversion
» PCl to Tao pipeline
» PCIto CE interface
 PCIlto GLOBAL bus
* Mailbox management
The Glue FPGA anthe CE arantimately linked,and are thus discuss&abether inthis

section.
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2.6.1 Glue Architecture

The Glue consists of a singlggh I/O count FPGA. Internally, the Gue FPGA
consists of théollowing majorcomponents: concentrator datapath, P@irface control,

and CE interface/support logic. Figure 2-33 is a block diagram of the Glue architecture.

£
Ox < 0
: £}
RE_DA[31:0] gooe=
RE #1 Bidirectional Data Register RE
Control
State
A Machine
PCI Data
Register
DQ[31:0] j
J i
CE Interface
» D[15:0]
FIFO Control A[7:0]
and DMA Bus /L Control
Add-on Mastering Control 3 RD, WR, CS
control interface State Machine,
Mailbox Interrupt
< Z. > Handler v RE
Control
31 State
Machine
RE #2 Bidirectional Data Register

RE_DB([31:0]

DIR
REQ
ACK
FRAME
EMPTY

Figure 2-33: Glue FPGA internal block diagram. 1/0O count = 164.

A largepart of the PCinterface control tasksccurvia the CE control interfaceThis is
because the PQnterface looks like a bank of addressable registers—mailboges;ol,
anddataall have addressable register assignments. rdimaining signals—FIF@ontrol

and other fast-response signals—are controlled by internal state machines.
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Figure 2-34: Glue to RE protocol. In this example, the Glue is requesting data from

the RE, and the RE has only 5 bytes of data to give.

Figure 2-34 and Figure 2-35 illustrate ghetocol between the R&nd the Glue. This
protocol isdifferent fromthe standardrao pipeline protocobecause it has teupport
frequent stalls. Inhe RE-Glueprotocol, the @e is alwaysthe master, regardless of
transaction direction, because the PCI Controlnralow FIFO of 8ouble-words depth
is too small to allow sufficient time for arbitration.

FRAME is a framing signalis assertion forces the RE into a “zestate(usually
all address counteminting tothe uppeieft handcorner ofmemory). DIR specifies the
direction of the transaction. If DIR is low, thdata isflowing from the RE to the Ge.

If DIR is high, then data is flowing from the Glue to the RE.

When DIR is low, REQ indicates that the Glue is ready for data. The RE responds
with ACK while simultaneously providing validata. The RE ifree to stall as long as
ACK reflects a stall. Whethe RE runsout of data, itasserts FULLwhile deasserting
ACK. The RE will stay in thisstateuntii FRAME is asserted. REQ is ignoredhite
FULL is asserted.

WhenDIR is high, REQ indicates thathe Que is ready to sendata. The RE
responds with ACK, and otine next cloclkcycle,the Que presentsalid data to the RE.
If the RE must deasseftCK for anyreason, the [Be hasone cycle tostopvalid data
flow. Hence, the RE must compensatetfos single-cycle lag. Whethe RE isfull, it
asserts FULLlwhile deasserting ACK, anREQ anddata are ignoredThey remain in this
stateuntil FRAME isasserted. (Be deassertREQ one cloclcycle before datdbecomes

invalid.

73



FRAME I I

ReQ | I L
ACK —I I I |

DATA X oo X o1 X X b3 X X bsa X

FULL |

DIR

Figure 2-35: Glue to RE protocol. In this example, the Glue is sending data to the

RE, and the RE can only accept 5 bytes.

2.6.2 CE Architecture

2.6.2.1 Overview

The CE uses an embedded RISC microcontrollératallemost of the configuration and
control functions. The microcontroller, an SH7032 by Hitachi, provaldicient speed
and functionality to handlmost operationgidependently, including@Cl interface control
and most of the FPGA configuration control. The presence of the microconaister
opens thedoor to advanced FPGA configuration caching schemes. In addition, the
microcontroller is gpotent tool fordebuggingthe PClinterface as well athe processor
coresincethe microcontroller is accessed througteaalport and has access &l major
signals.

The CE also has an FPGwhich performs translatiometween the SH7032
protocoland the GPCBrotocol. Italso can perform up teix simultaneous parallel to
serial conversiondor the fast configuration of FPGAs. The GPCB aRBGA
configuration bussesake advantage of the SH703Z3MA feature to provide fast
reconfiguration. Sinceahe SH7032 provides a no-gluegic DRAM interface that
supports burst-mode acce§RAM could be used for stage, butSRAM was chosen

because of hairy ROM monitor interface issues.
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Note that the SH7032 wirectly responsibléor programmingthe CE FPGA and
the Glue FPGA.

SRAM ROM
or DRAM 64K
2048Kx16 max
mezzanine?
1%}
i so¥d g g Y4
RS232 Interface NII?ASE%%B SH7032 RISC Microcontroller 2 g E (2 y 2 &' E y
Level Shifter a<x e o o <ax o
—> RxD
¢ D D[15:0] >
A[21:0] >
RE,WE
RAS,CAS
N -
20 MHZ CE[3:0] -
XTAL DACK,DREQ >

Figure 2-36: CE Microcontroller subsystem. The SH7032 is also responsible for
programming the CE FPGA and the Glue FPGA.

CE FPGA
Address/Data 8 + selects and control FPGA Config Shift Register 0 5, | o ggbl%—
Decoder v 4 ~ PROG,
INIT,
¢ D[15:0] DONE
A[21:0] FPGA Config Shift Register 1 5
RE, WE // >
< DACK(1:0],DREQ[1:0] ]
|
|
|
|
—e———» CK20M N . .
FPGA Config Shift Register 6 5
20 MHz Clock from SH7032 ,/ >
Global Control Register 1
GLOBAL[15:0] F >
GPCB GPCB GPCB[15:0] 16 | o
DMA Register 4 o
Interface
. 91
RE ATLUT Interface Unit 7 -

Figure 2-37: CE FPGA subsystem. I/O count = 147.
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Because of the 1/0 count required by the CE FPGA, the CE FPGA is an XC4013E

PQ240 package device. The CE FPGA needs to run at 20 MHz.

2.6.2.2 GPCB Protocol

Figure 2-38 illustrates the GPCB protocol timing.

ALE 1 [ 1

D/A X A0 X X DO X D1 X D2 X X Al X X DO X D1 X D2 X

rRw~ | [

pTIP 1 [ L
[ | T
DONE [

ERROR

e |ndicates lines pulled low by pull-downs or keeper

Figure 2-38: GPCB protocol timing. Some signals, such as RESET, are not
depicted.

The GPCB bugrotocol is #rictly burst-based, witthe CEbeingthe only master. The
following list defines the signals:
* ALE: Address latch enable
» D/A: Multiplexed data and address. 8-bit bus
* R/W-~: Read/write signal. Read active high, write active low.
» DTIP: Data transfer in progress. Indicates CBesdingdata or isready to
receive data.
* RDY: Tristate bus with keeper or weak pulldown. Indicasegetdevice is
ready to send or receive data.
» DONE: Tristate bus with keeper or weak pulldown. Indicééegetdevice
has exhausted all data, or is full.
+ ERROR: Tristate bus with keeper or weak pulldown. Indicatesranr has

occurred in the target and that transaction should be restarted.

* RESET: Stops all transactions and brings all devices to a known zero state.
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* C/R~: Config/runsignal. Sets the mode of operation of tt@e. When in the
config state, all data operations must cease and pipelines freeze.
After resetting the busll transactiondegin with an ALE cycle. ALE indicates that a
device address iavailable onthe bus. Devices must latchhe address and decode it.
R/W~ is also stable at the time of ALE, and remains stable throughout the transaction.

If the transaction is a write transaction, tiaegetdevice indicates readiness by
asserting RDY. The CEilvrespond by assertinQTIP and commencghe transfer of
data. Oncedatahas begun transfer, it cannot §t@ppeduntil either anerror occurs, the
device is full, or the CE wishes to abort the transfer.

If the transaction is a read transaction, the i@inediately asserts DTIP to
indicate readiness taccept data. Wenthe targetdevice is readythe targetdevice
asserts RDY andommencedata transfer. Once againthe data transfer cannot be
stoppeduntil anerror occurs, theevice is empty, othe CEwishes toabort thetransfer
by deasserting DTIP.

Note that targetlevicesareresponsibldor address generatiorlhis incurs some
internal overhead ithe RMUs. Also note thatsincethe address spaceliiited to 256
devices, each device, such as a SLUT on board an RMU, or a switchbox configuration
register, hasonly one selector address, amdl subsequent burst data isplicitly

addressed.

2.7 Clocks

The master clock for th€ao platform is derived fronthe PClbus 33 MHz clock.
The AMCC S5933QB°CI controllerchip provides a buffered version thie clock,called
BPCLK. This signal isuised as a reference clock for a Cypress CY7B991 “Robo-Clock”
buffer. The CY7B991 is capable of frequency and phase locking to a reference clock, and
provides doubled andalf versions ofthe clock aswell. The CY7B991 is capable of
delivering tunable skew outputs, and provides 8 outputs.

Because the CY7B991 provides 8 clamkiputs,each FPGA and/or RM{et its
own dedicated clock linffom the CY7B991. This provides somdexibility in clock

termination schemes. Sintlee outputduty cycle of the CY7B991 is guaranteed to be
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50% + 5%, ACend-termination can be used. [CypCY7B991] AC end-terminations are
used on clocKkines with daisy-chainedoads, and series terminatioase used for clock
lineswith a single load. An advantage of this clock-per-device distribution mettiloaltis
rise-time variationglue toloading iskept to aminimum. The allocation of theeight
outputs of the CY7B991 are as follows:

* two outputs for the far RMUs

» two outputs for the near RMUs

» two outputs for the RE FPGAs’ 33 MHz clock input

» two outputs for the RE FPGAs’ 66 MHz clock input
Because the REs require a 66 MHz clock for doublehalfewidth (66 MHz at 16 lis)
bus sipport,and because there gpoetentially a large number of SSRAMs time RE’s
buffer array, an addition&Y7B991 is used to providevo switchable 33 MHz/66 MHz
clock drives per RE mezzanine.

Onboard each RMU is yet another CY7B991 PLL clock generaidns local
PLL is used to de-skew clocks and provide local half and double clocks if necessary.

Thus, the philagphy is to keep clock skew down to ainimum by using
programmable skewuffers and local PLL#r clock management, and providing a clock-
per-device distribution method. The total contribution to skew by devismatch ikept
below 1 nsall remainingskew component is due to wire propagati@tays, ananost of

that can be tuned away using the CY7B991's skew tuning feature.

2.8 Power Management

2.8.1 5V to 3.3V Conversion

Because the Tao uses 3.3V parts bonlg guaranteed 5Vff the card edge connector, it
must provide its own 3.3V converter. Rower Trends PT6501 DC-DC integrated
switching converter is used taccomplish this. Thigonverter has a 14-piSIP form
factor, provides 3.3V @ 8A at 83%fficiency, and requires a single 330F external
capacitor. Note that the Tao requires 6A at 3.3V.
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2.8.2 Power Consumption Estimate

Table 2-4 summarizes Tao worst-case power consumption, which is roughly B8\s

a problem becauséhe PCI bus standard placethe maximum power consumption

specification of any PCI card at 25W, and footnotegthh a message indicating thabst

motherboards W probably provideonly 10W. Note that35W is probably a morkkely

average for the power consumption of a Tao card.

In order tocircumvent a potentiggdowerproblem, a pair of header connectors are

provided on the Tao board for supplemental 5V and 3.3V power.

Description Device Package Amps [Volts |Qty [Power (W)
PCI Controller AMCC S5933QB PQ160 0.200 5 1 1.00
FPGA XC4013E-3PQ240C PQ240 0.250 5 8 10.00
RISC Microcontroller SH7032F20 FP112 0.130 5 1 0.65
RS232 Interface MAX233CPP DIP20 0.010 5 1 0.05
Serial EEPROM XC24C16P DIP8 0.005 5 1 0.03
SSRAM,128Kx18 MT58LC128K18D8LG-10 TQ100 0.250 33 24 19.80
32-bit quickswitch QS32X245Q3 QS80 0.010 5 24 1.20
4-bit quickswitch QS3125Q QSOP16 0.010 5 24 1.20
roboclock CY7B991-5JC PLCC32 0.100 5 6 3.00
Power converter PT6501 SIP14 83% N/A 1 3.37
512Kx8 SRAM TC518512FI-80 SOP32 0.300 5 4 6.00
64Kx8 FLASH N28F512-120 PLCC32 0.100 5 1 0.50
Total 46.80

2.9 Debug

Table 2-4: Power consumption estimate.

The Tao prototype islesigned foreasy debugging so as to provide a swift pathless

board bring-up.This section discusses sometloé featuresncluded onthe prototype to

aid debugging. Although hayseemodd toinclude a section on debuggifeatures in a

thesis, testability issuemre extremely important from a practical standpoint ane too

often overlooked and paid for dearly.

The Tao has a liberal helping ajround testpoints, roughly 1per 2 sq.n. In

addition, all clock lines have aestpoint near its terminationAll mezzanineconnectors

79



are nale to promoteeasy probing. Sincall the RMUs and the REnemoryare on
mezzanines, this makes a large number of signals readily available.

All key control signals, such as BLR switchbox configuration signals, pipiédwe
controlsignals,GPCB, and GLOBALsignals,aremade available ostandard .1'5pacing
headers, in a format supported by lgic analyzerpods. Someey SH7032 control
signals are also be made available to help debug.

BLR switchbox signals can also beuted to LEDs for fast visué¢edback on the
status of the routingratrix. Four LEDs areavailable oneach RMU for general purpose
debug feedback.Power LEDs arealso be provided, and each FPGA has an LED to
indicate successful configuration.

The 3.3V powerail is routed to an SH7032nalogport so a3.3V powerfailure
can be automaticallgetected. Additional analogports are brought theaders so that

temperature sensors can be easily added to the board.
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3. Discussion

3.1 Implementation

The Tao architecturdiscussed in section 2 wesplemented on a double-heighCI card
that can plug intoany PC whichsupports the PCI busAppendix A contains the
schematics for the Tao motherboard.

As it stands, the hardware is readyhtmst designsfor real applicationsLimited
burst transfers over the P@Gus are currentlgupportedandfull functionality ofthe on-
board RISC microprocesstias been achieved. It ot the purpose athis thesis to
discuss hardware detailspr is it to discuss user applications. Hentee focuswill
remain on architecture issues and tradeoffsthadeader is referred to the appendix for

more details on implementation issues.

3.2 Design Summary

The architecture described in this thedills the role of ageneral purpose, high

performance platform for reconfigurable hardware experimentation. Figure 3-1 is a

summary diagram of the devised architecture.

The processor coreonsists offour RMUs connected in a routingatrix that is

topologically equivalent to a toroidal interconnect scheme. The interconnect switches are

implemented usingass-gates. Pass-gates incu.% ns propagatiodelay due to the
capacitance withirthe gateshemselves; hencéhe interconnecscheme is capable of
distributing fastsignals withlow skew. Each RMU is anezzaninedaughtercaravhich
can holdany kind ofcomputational element. In this case, a singlex 4013EFPGA

with local SSRAM wasmplemented on each RMUThe inter-RMUsignalingrate of the
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processor core is 33 MHand each RMU has an on-board PLL that can provide a
doubled (66 MHz) clock to the FPGA. Because the toroidal topology of the routing
scheme has no edsg, it looks thesame from anyRMU'’s point of view. This
orthogonality allows users to design a single RMU that can be placey iofthe RMU
slots. The toroidal topology is alextendible to larger RMU arrays with few additional
wires. Hence, theTao processor cordias the infrastructure to support high
performance application and thexibility to adapt aseconfigurable hardware technology

progresses.

Figure 3-1: Architectural Summary of the Tao Platform

As previouslynoted, ahigh performancecore isuseless if it is starved for input
data or if it isstalled writingout the results. kh sustained bandwidth guaranteed
through the processor core by ttveo RE buffers that sit betweethe coreand the
peripheral interface. The peripheral interfacéhiss PClbus because of its relativetygh
peak bandwidth. The RBuffersare large enough tdouble-buffer least one quantum of
data--in this case, a 2[nage 0f1024 x 512 x 8 bits--so that the processor core can

continue processing even if it has to rearbitfatePCl bus access. In addition serving
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as buffersithe REsplay a criticalrole in formatting thedata for the processor core;
reconfigurable addresgenerators in the control FPGAwthin the REs canmplement
functions such ablock-to-raster conversiogeinterlacing, interpolation, and decimation.
Thus, a high aggregate throughput is possible with this architecture.

In addition to these performance features, The platform sports anembedded
microcontroller formanaging system configuration. Sirtbe architecture supports on-
the-fly BLR reconfiguration and FPGA reconfiguratimme can cache RMUdesigns in
the configurationengine SRAM andswap them in when necessary. Since RMU
configuration can happen in a matter roflliseconds,users canimplement real-time
resource management schemes for implementing designs too complex to be ladiced in

once or even time-sharing schemes between multiple processes.

3.3 Future Directions

In retrospect, there asome architectural features that would be very interesting
to try in futureimplementations of generalized reconfigurabrdware platforms. A
large amount of effort went into developing a fa$iprough, andpractical routing
scheme. Theask wasdifficult because there were smany wres] many roting
topologies withdesirableproperties ar¢oo expensive or impractical to implement. To
help eas¢he wring requirements, it might be goodidea to use fewer, faster wires. In
other wordsjnstead ofrelying on a9-bit bus running at 38Hz, a 1-bit bus at 297 MHz
would work just aswell and require lesspace and fewer switches. There reently
been an explosion dhot wire” technologies such as LVD&ow Voltage Differential
Signaling), fiberchannel, and SSAl of these technologies acapable of achievindata
rates inexcess of 300 MBit/s. [Chi96For example, Texas Instruments tke Flatlink[]
series of LVDSdata transmssion productswhich transmit at birates of 455 MBits/s.
Integrated PLL clockmultipliers and shifregisters make system design easier and more
practical to implement.[TI96] By using serialLVDS technology, theaumber of wires
running between RMUs could loeit down by an order ahagnitude, thusnaking larger
RMU arrays easier toamplementdespite the increasedemands on wire and switch

performance.
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Another architectural feature that could enhance system performance is the
incorporation of mitiple high bandwidti/O ports. The current architecturehannels all
I/0 through the PCI busThis represents a bottleneskncethe corecansupport peak
bidirectional streanrates inexcess of 132 MB/svhile the PCI bus supports peak
unidirectional burst rates of 132 MB/s. Perhaps the incorporation lufla bandwidth
HIPPIinterface or a direct videldO portvia IEEE 1394Firewirel], SSA orfiberchannel

in addition to the PCI bus interface would alleviate this potential bottleneck.

3.4 Conclusion

The Tao reconfigurable hardwarprocessomplatform provides thenecessary bandwidth
and features taenablethe implementation of demanding real-world applications with
reconfigurable hardware. It awoplishes this goahrough the use of high bandwidth,

low latencytoroidal interconnectiolscheme between reconfigurable macrofunction units
andtwo large, intelligent buffers betweéhe processor corand thehigh bandwidth PCI

I/O bus. TheTao platform has a modular architecture so that as reconfigurable hardware
technology progresses, new modules can be fabricated and pluggetheintairrent
system. The platform also has an embedded microcontrollenable sophisticated
dynamic reconfiguration schemes.

This platform could be @aluable tool in manyesearch area#cluding but not
limited to computer architecture and signal processing. The Tao platform is a good choice
for architectural studies artienchmarking in high bandwidth applications, since that is
what it was designed for. It is also capableinplementingvideo signal processing
algorithms in real-time, thusffering signalprocessing experts a method of testing and
tweaking algorithms against a larget of real-time videosources. This hasgreat
significance whertesting algorithms for subjective performance in motion compensation
because without a processor lif@o, researchers arbmited to off-line simulations
computed on GPPs. Thesenulationsoften take hours to compuevenfor relatively

short video clips.
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4. Appendix Al Schematics
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