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ABSTRACT

We consider a hierarchical

Q1

Q2

underwater acoustic sensor network architecture in which the sensors and the collector stations
operate in distinct layers. The hierarchical architecture is motivated by the property of the acoustic underwater transmission
medium that for each transmission distance, there exists an operating frequency for which the narrow-band signal-to-noise
ratio is maximised. The sensors and the collector stations are consequently allocated different operating frequencies. We
assume a uniform distribution of both sensors and collector stations over the finite area of the sensing field. The sensors are
organised into clusters forming virtual transmit/receive arrays. The collector stations, on the other hand, are equipped with
co-located transmit/receive arrays. We adopt a communication-theoretic approach and study the interdependence of the
sustainable number of hops through the network, end-to-end frame error probability, power and bandwidth allocation. The
analysis is performed under the assumption of Ricean fading and interference from other nodes within the same layer of
the hierarchy. We present numerical examples that illustrate the network performance and demonstrate that there are
preferred operating frequencies, which ensure network operation without any cross-interference between the collector
network and the sensor network. Copyright © 2012 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The design and analysis of underwater wireless (acoustic)
communications systems is receiving an increased interest
by both researchers and practitioners in the area [1, 2].
Initial research efforts have focused on underwater acous-
tic channel modelling and point-to-point communications
[3,4]. Motivated by these theoretical models and driven by
the maturation of underwater acoustic modem technology
[5, 6], the development of underwater sensor networks is
coming close to realisation [7].

In this paper, we investigate a hierarchical sensor net-
work architecture in which the sensors and the collector
stations operate in distinct layers. The architecture draws
on the salient characteristics of acoustic propagation.
Namely, it exploits the frequency-dependent attenuation,
which exhibits the property that for each transmission
distance, there exists an operating frequency for which
the narrowband signal-to-noise ratio is maximised. We
envision an underwater network of bottom-mounted nodes
and a two-dimensional network topology. The bottom-
mounted nodes are battery powered, which means that

power efficiency represents an important consideration
in the network design. Hence, we consider a network
where the nodes are organised into clusters, which allows
the application of the virtual (distributed) transmit/receive
arrays concept [8, 9] along with cooperative (distributed)
space–time coding [10, 11]. This represents an appealing
alternative to standard multihop transmission, because by
utilising suitable signal processing techniques, the virtual
transmit/receive arrays have the potential to deliver the
power savings and rate/reliability benefits of multiple-input
multiple-output systems. In addition to the power-limited
nodes, underwater acoustic communication systems are
characterised by the power that is subject to high atten-
uation, which depends on both the distance and the fre-
quency of the signal, and the bandwidth, which is severely
limited. Thus, we consider a multihop transmission pro-
tocol based on nearest-neighbour cluster-to-cluster routing
that offers more promising bandwidth and path loss con-
ditions. As the physical layer plays such a prominent role,
a bottom-up approach emerges as a natural choice in the
study of underwater acoustic networks. Hence, we adopt a
communication-theoretic approach [12] and investigate the

Copyright © 2012 John Wiley & Sons, Ltd. 1
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network performance in the presence of interference from
other clusters in the network. The cluster-to-cluster channel
is subject to frequency-dependent path loss and Ricean
fading. This study focuses on the interdependence between
the sustainable number of cluster-to-cluster hops in the net-
work, as an indicator of network connectivity; end-to-end
frame error probability; power; and bandwidth allocation.

This paper is organised as follows. Section 2 describes
an underwater acoustic propagation model. Section 3 intro-
duces the hierarchical sensor network architecture and
presents the communication-theoretic analysis of under-
water acoustic clustered sensor networks utilising virtual
transmit/receive arrays. Numerical examples illustrating
the results of the analysis are presented in Section 4.
Section 5 concludes this paper.

2. UNDERWATER
ACOUSTIC PROPAGATION

Underwater acoustic communication channels are charac-
terised by a path loss that depends not only on the distance
between the transmitter and the receiver, as is the case in
many other wireless channels, but also on the signal fre-
quency. The absorption loss increases with frequency, as
well as with distance. It imposes a limit on the available
bandwidth, because of the practical constraints of finite
transmission power.

2.1. Attenuation

Attenuation, or path loss, which occurs in an underwater
acoustic channel over a distance d for a signal of frequency
f , is given by

A.d; f /D A0d�a.f /d (1)

where A0 is a unit-normalising constant, a.f / is the
absorption coefficient and � is the spreading factor. In the
case of practical spreading, � D 1:5. The absorption coeffi-
cient, which is an increasing function of frequency, can be
expressed empirically using Thorp’s formula, which gives
a.f / in decibel per kilometre for f in kilohertz as [13]

10 log a.f /D 0:11f 2

1C f 2
C 44f 2

4100C f 2
C 2:75f 2

104
C 0:003

(2)
This formula is generally valid for frequencies above a few
hundred hertz.

2.2. Noise

The ambient noise in the ocean comes from diverse sources
(turbulence, shipping, waves and thermal noise), which can
be described by Gaussian statistics and a continuous power
spectral density (p.s.d.). The following empirical formulae

dc

Figure 1. Cluster-to-cluster transmission with Nc D 3 nodes per
cluster. The distance between neighbouring clusters is dc.

give the p.s.d.’s of the four noise components in decibel rel-
ative to micropascal per hertz* as a function of frequency
in kilohertz [13]:

10 log Nt.f /D 17� 30 log f

10 log Ns.f /D 40C 20.s � 0:5/C 26 log f

� 60 log.f C 0:03/

10 log Nw.f /D 50C7:5
p

wC20 log f �40 log.f C 0:4/

10 log Nth.f /D�15C 20 log f (3)

where s is the shipping activity factor, 0 6 s 6 1, and w

is the wind speed in metre per second. The overall p.s.d. of
the ambient noise is

N .f /DNt.f /CNs.f /CNw.f /CNth.f / (4)

3. HIERARCHICAL
SENSOR NETWORK

We consider a hierarchical sensor network architecture.
The bottom-mounted sensors constitute the first layer in the
architecture. The sensors are organised into disjoint cells.
The sensors in each cell are organised into clusters forming
virtual (distributed) transmit/receive arrays. They commu-
nicate their information by utilising cluster-to-cluster mul-
tihop relaying along nearest-neighbour clusters as depicted
in Figure 1. The information is communicated to the col- F1
lector station located at the centre of the cell. The collec-
tor stations (collectors), which are also bottom mounted,

*Note that an acoustic signal propagates as a pressure wave whose level

is commonly measured in decibel relative to 1 �Pa.

2 Trans. Emerging Tel. Tech. (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/ett
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form the second layer in the hierarchical architecture.
The collector stations, equipped with co-located transmit/
receive arrays also utilise multihop relaying to transmit
their respective information to the central collector. As the
distance between the sensors is shorter than the distance
between the collectors, the sensor cluster-to-cluster trans-
missions are allocated a higher operating frequency than
the collector-to-collector transmissions.

3.1. Data gathering protocol

Both the sensors and the collectors utilise the same data
gathering protocol. The difference is that the sensors are
organised into clusters. We consider two versions of the
protocol and describe it in terms of sensor’s clustered
transmissions to the collector.

Protocol 1: The protocol is illustrated in Figure 2. TheF2
sensor clusters closest to the collector transmit their infor-
mation first in a single-hop transmission to the collector as
depicted in Figure 2(c). The sensor clusters that are two
hops away transmit next through a two-hop route to the
collector and so on. As they need to relay the data, the
sensor clusters closer to the collector can take advantage
of the established route and transmit again. For example,
Figure 2(a) shows sensor clusters that are three hops away
from the collector. They establish three-hop routes. The
other sensor clusters in the route, which are within two
hops and a single hop from the collector, take advan-
tage of the established route and send new information to
the collector.

We note that a form of spatial reuse is possible, where
in each time slot, some nodes can simultaneously transmit
on the same frequency band [14]. Of course, this leads to
interference among transmissions utilising the same time
slot and the same bandwidth.

Protocol 2: The second data gathering protocol is a
simplified version of the protocol described previously. In
this case, the sensor clusters still utilise multihop trans-
missions; however, all sensor clusters that are within the
collector’s cell transmit only once to the collector. In other
words, sensor clusters closer to the collector that are part
of a multihop route for a sensor cluster that is farther away
from the collector only act as relays and do not transmit
new information to the collector.

Collector cell

d col

Collector network radius

Figure 3. Network of collector stations.

3.2. Collector network topology

We consider a network of bottom-mounted collector sta-
tions. Therefore, we focus on a two-dimensional network
that provides coverage over a certain area. Let the area of
the network be a circle of radius r . We assume a uniform
distribution of collector stations in the network as depicted
in Figure 3. Given the number of collector stations in the F3
network, K, and the area of the network, A, the density of
the collector stations in the network is

�col D K

A (5)

For a uniform collector station distribution, the distance
between the collector stations is

dcol D cp
�col

(6)

where c is a constant that depends on the node placement
(grid pattern). Without the loss of generality, we assume
that c D 1.

We assume multihop transmission based on nearest-
neighbour routing. This is an energy saving strategy, and as
such, it may be attractive for networks with limited energy,
battery-powered nodes. The analysis is performed under
the assumption that the route between the source and the
destination is known. Further discussion regarding route

(a)

(c)

(b)

Protocol 1 Protocol 2

Figure 2. Data gathering protocol. In the first version of the protocol, Protocol 1, clusters that are within an established route take
advantage of the established route and send new information to the collector. In the second version of the protocol, Protocol 2,

clusters that are within an established route simply act as relays and do not send new information to the collector.

Trans. Emerging Tel. Tech. (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/ett
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discovery and the exchange of control messages may be
found in [12] and references therein. As the longest multi-
hop route in the network is along the radius of the network
r , the maximum number of collector-to-collector hops is

nmax
c D r

dcol
D

pA=�pA=K
D

r
K

�
(7)

3.3. Sensor network topology

We consider a network of bottom-mounted sensors. We
assume a uniform distribution of N sensors in the network.
As there are K collector stations, there are Mc D N =K

sensors per collector station, as depicted in Figure 4. TheF4
coverage area (cell) of each collector is Ac. Hence, the
density of the sensors is

�s D Mc

Ac
D N

KAc
� N

A D 1

d2
s

(8)

where ds denotes the distance between sensors.
We assume that groups of Nc sensors are organised into

clusters. The density of clusters in a cell is

�c D Mc=Nc

Ac
D �s

Nc
(9)

We define the distance between clusters, dc, as the distance
between the centres of the clusters. Hence,

dc D ds
p

Nc �
s

Nc

�s
(10)

We assume cluster-to-cluster multihop routes along
nearest-neighbour clusters, as depicted in Figure 5. Follow-F5

d s

Figure 4. A collector cell contains Mc D N
K sensors.

source

destination

Figure 5. Interfering clusters in the network.

ing the steps of Section 3.2, we obtain the maximum
number of sensor cluster-to-cluster hops as

nmax
s D 1p

�

s
N

NcK
(11)

3.4. Interference model

In order to illustrate the interference model, we focus on
a single transmission from a source cluster to a destina-
tion cluster, as depicted in Figure 5. We impose a protocol
constraint: no clusters that are at the same distance from
the destination cluster as the source cluster are allowed to
transmit in the same time slot and in the same frequency
band as the source during the source cluster’s transmission.

The remaining clusters that may interfere with the
source cluster’s transmission are organised in tiers. As we
assume hexagonal topology, there will be at most 12 inter-
fering clusters in tier 1, 18 interfering clusters in tier 2, and
so on. A scenario where all other clusters in the network
transmit at the same time would be unrealistic, as we also
need to consider that there need to be some receiving clus-
ters in the network. Figure 5 depicts a scenario where half
of the clusters in tier 1 and a third of the clusters in tier 2
transmit at the same time and in the same frequency band
as the source, therefore creating interference. Note that
because the clusters in tier 2 are farther away, their impact
is less pronounced. Assuming all clusters transmit at some
constant p.s.d. level S , the interference from the clusters in
the first and second tiers is

I .f /� c1S

A.2dc; f /
C c2S

A.3dc; f /
(12)

where c1 6 12 and c2 6 18 are constants indicating the
number of interfering clusters in tiers 1 and 2, respec-
tively. In particular, we let c1 D c2 D 6. As there are

4 Trans. Emerging Tel. Tech. (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/ett
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multiple interfering clusters in the network, we assume
that the interference is Gaussian with a p.s.d. given by
Equation (12).

Using the attenuation A.d; f /, the noise p.s.d. N .f /

and the interference p.s.d. I .f /, we can evaluate the
signal-to-interference-plus-noise ratio (SINR) observed
over a distance dc, as shown in Figure 6. We observeF6
that there is a preferred operating frequency, fo.dc/, which
depends on the distance, dc, where ŒA.dc; f /.N .f / C
I .f //��1 is maximised. Figure 7 presents this preferredF7
operating frequency, fo.dc/, as a function of the distance,
given transmit p.s.d. level of S D 110 dB re �Pa per Hz
for f in kilohertz. We note that the preferred operating
frequency is higher when there is interference. Figure 8F8
presents this preferred operating frequency as a function
of the transmit p.s.d. for various distances.

0 10 20 30 40 50 60 70 80 90 100
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−240
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−200

−180

−160
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−80
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B
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e 
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Figure 6. ŒA.NC I/��1 for various distances. The power spectral
density is S D 110 dB re �Pa per Hz. The spreading factor is

� D 1:5.

2 4 6 8 10 12 14 16
0

10

20

30

40

50

60

70

distance [km]

fr
eq

ue
nc

y 
[k

H
z]

S = 110 dB re μ Pa per Hz

fo(d) with interference 

fo(d) without interference 

Figure 7. Operating frequency versus distance for transmit
power spectral density of S D 110 dB re �Pa per Hz. The

spreading factor is � D 1:5.
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Figure 8. Operating frequency with interference versus trans-
mit power spectral density for various distances. The spreading

factor is � D 1:5.

3.5. Multihop transmission

We assume a simple (distributed) space–time block code
with a decode-and-forward strategy employed by the
relays. The end-to-end frame error probability for a mul-
tihop route with nh cluster-to-cluster hops is given by

proute D 1� .1� pb/Lnh (13)

where pb denotes the bit error probability of a single
cluster-to-cluster link and L denotes the frame size in bits.

We consider the quality of service for the network in
terms of the maximum allowed end-to-end route frame
error probability, that is, we require proute 6 pmax

route. Let
the number of cluster-to-cluster hops that can be sustained
by the network, that is, the number of cluster-to-cluster
hops that can satisfy the maximum end-to-end route frame
error probability, be denoted by nsh. From Equation (13),
it follows that nsh can be calculated as†

nsh D 1

L

log
�
1� pmax

route
�

log.1� pb/
� 1

L

pmax
route

pb
(14)

Under the assumption of a Ricean fading model for the
(cluster-to-cluster) communication channel [15, 16], and
assuming that perfect channel state information is avail-
able at the receiver, the bit error probability, pb, can be
approximated as [17]

pb .
�

1CK
1CKC �.dc; f /

�tr

exp

�
� t rK�.dc; f /

1CKC �.dc; f /

�
(15)

where K denotes the Ricean fading factor assumed to be
the same for all node-to-node sub-channels, t denotes the

†Note that although the analysis does not consider it explicitly, in

practice,
˚
nsh; ncmax; nmax

s

� 2N.

Trans. Emerging Tel. Tech. (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/ett
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transmit diversity gain, r denotes the receive diversity gain
and � denotes the SINR. We assume that the attenuation,
noise and interference are constant over the entire band-
width, so that the SINR can be calculated as

�.dc; f /D P

A.dc; f /.N .f /C I .f //B
(16)

where B is the bandwidth in kilohertz and P is the
transmit power.

The frequency-nonselective assumption is a suitable
approximation for systems with narrow bandwidth. It can
also be extended to wideband multicarrier systems, such
as orthogonal frequency-division multiplexingQ3 [18]. In that
case, the operating frequency, fo.dc/ would describe the
performance on one of the carriers. The performance on the
other carriers would correspond to the frequency fo.dc/

shifted by multiples of subcarrier separation �f .

4. NUMERICAL EXAMPLES

We present numerical examples to examine the relation-
ships between the sustainable number of hops, the end-to-
end frame error probability, signal power and bandwidth.
We assume Ricean fading for each channel [15, 16]. The
Ricean fading factor is taken to be K D 10. We consider
a target (maximum allowed) end-to-end frame error prob-
ability of pmax

route D 10�3 for both the collector and sensor
networks. The frame size is L D 1000 bits. The spreading
factor is � D 1:5, the shipping activity factor is s D 0:5 and
the wind speed is w D 0 m/s. We note that an acoustic sig-
nal propagates as a pressure wave whose level is commonly
measured in decibel relative to 1 �Pa. We adopt that con-
vention; hence, the power levels are expressed in decibel
relative to micropascal. We neglect any fixed losses.‡

We present an example of a sensor network with 20 000

sensors and 200 collectors deployed uniformly over a
circular network of area AD 10 000 km2. Hence, there are
Mc D 100 sensors per collector station. Each collector’s
coverage area is Ac � 50 km2. The performance of the
collector network is presented in Figure 9. The collector’sF9
initial transmit power is Pc D 118 dB re �Pa, and the band-
width is Bc D 4 kHz. Each collector is equipped with a
co-located array with three transmit/receive elements util-
ising a space–time code that achieves full diversity. The
corresponding performance of each collector’s cell sen-
sor network is presented in Figure 10. The sensor’s initialF10
transmit power is Ps D 114 dB re �Pa, and the bandwidth
is Bs D 4 kHz. The sensors are organised into clusters. The
cluster size is Nc D 3. We assume that t D 3 and r D 1,
that is, the nodes in the transmit cluster collaborate to form
a distributed space–time code, but a single node acts as a

‡Inclusion of additional frequency-independent losses, and an adjust-

ment of the background noise level to suit a particular environment and

provide the necessary SINR margins, will scale the results in absolute

value but will not alter the general behaviour.

receiver in the receiving cluster. We also assume that the
collector stations and the sensors have the ability to adjust
their power levels, so that the sustainable number of hops
through the network never exceeds the maximum number
of hops given in Equations (7) and (11), respectively. The
figures present the sustainable number of hops, operating
frequency and transmit power. Clearly, we require the sus-
tainable number of hops to be equal to the maximum num-
ber of hops in order to guarantee full connectivity. As we
observe from Figures 9 and 10, this is the case for both the
collector network and the sensor network. We also observe
that the operating frequency for the network of collector
stations is different from the operating frequency for the
sensor network. For example, the operating frequency for
the network of collector stations when the number of col-
lectors is K D 200 is about fo.dcol/ D 14 kHz. However,
the operating frequency for the sensor network when the
number of sensors per collector cell is Mc D 100 is about
fo.ds/ D 53 kHz. Hence, there is a sufficient frequency
separation to ensure the operation of the hierarchical sen-
sor network without any cross-interference between the
collector network and the sensor network.

4.1. Robustness considerations

Figure 11 presents the sustainable number of sensor F11
cluster-to-cluster hops in a collector cell for different val-
ues of the transmit power. The bandwidth is Bs D 4 kHz.
The end-to-end frame error probability is 10�3. We
observe that when the transmit power is Ps D 114 dB
re �Pa, the collector cell is fully connected; hence, data
can be gathered from the entire area of the sensor field.
However, if the transmit power is reduced to Ps D 105 dB
re �Pa,§ the network becomes coverage limited when the
number of sensors in the collector cell is Mc . 37. In other
words, a reduction of the sensors power essentially leads
to a reduction in the area of the sensing field of the respec-
tive collector cell, at least until the number of sensors in
the collector cell is Mc . 37.

The sensitivity of the sustainable number of sensor
cluster-to-cluster hops in a collector cell to the carrier fre-
quency is depicted in Figure 12. The transmit power is F12
Ps D 114 dB re �Pa, and the bandwidth is Bs D 4 kHz.
The end-to-end frame error probability is 10�3. We
observe that when fo is chosen as the operating frequency,
the sensor network provides full connectivity for all values
of Mc < 100. If the carrier frequency is fo˙5 kHz, the sen-
sor network becomes coverage limited when the number of
nodes is Mc . 10. Similarly, when the carrier frequency is
fo ˙ 8 kHz, the sensor network becomes coverage lim-
ited when the number of nodes is Mc . 35. This network
behaviour is due to the fact that a deviation from the pre-
ferred operating frequency fo causes the SINR to decrease,

§Recall that the absolute values may scale depending upon the fixed

losses and the noise level used for a particular system’s link budget.

6 Trans. Emerging Tel. Tech. (2012) © 2012 John Wiley & Sons, Ltd.
DOI: 10.1002/ett
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Figure 9. Sustainable number of hops for a uniform network of collector stations with Ricean fading, the operating frequency and
the transmit power. The bandwidth is Bc D 4 kHz, and the co-located array size is t D r D 3.
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Figure 10. Sustainable number of cluster-to-cluster hops for a uniform distribution of sensors in a collector cell with Ricean fading,
the operating frequency and the transmit power. The bandwidth is Bs D 4 kHz, the cluster size is Nc D 3, t D 3 and r D 1.
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Figure 11. Sustainable number of cluster-to-cluster hops for a
uniform distribution of sensors in a collector cell with Ricean
fading for various sensors powers. The bandwidth is Bs D 4 kHz.
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Figure 12. Sustainable number of cluster-to-cluster hops for a
uniform distribution of sensors in a collector cell with Ricean
fading for various operating frequencies. The power is Ps D

114 dB re �Pa, the bandwidth is Bs D 4 kHz.

as shown in Figure 6, which results in a decrease in the
sustainable number of cluster-to-cluster hops as well.

The impact of the cluster size on the sustainable num-
ber of sensor cluster-to-cluster hops in a collector cell
is addressed in Figure 13. The transmit power is Ps DF13
114 dB re �Pa, and the bandwidth is Bs D 4 kHz. The
end-to-end frame error probability is 10�3. We assume
that the nodes in the transmit cluster collaborate to form
a distributed space–time code, but a single node acts as
a receiver in the receiving cluster, that is, t D Nc and
r D 1. We observe that when the cluster sizes are Nc D 3

and Nc D 4, the sensor network provides full connectiv-
ity for all values of Mc < 100. Only when the cluster size
is reduced to Nc D 2, because of the decreased diversity
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Figure 13. Sustainable number of cluster-to-cluster hops for a
uniform distribution of sensors in a collector cell with Ricean fad-
ing for various cluster sizes. The power is Ps D 114 dB re �Pa,

and the bandwidth is Bs D 4 kHz.
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Figure 14. Sustainable number of cluster-to-cluster hops for a
uniform distribution of sensors in a collector cell with Ricean
fading for various wind speeds. The bandwidth is Bs D 4 kHz,

and the transmit power is Ps D 114 dB re �Pa.

order, the sensor network becomes coverage limited when
the number of nodes is Mc . 10.

Figure 14 illustrates the sustainable number of sensor F14
cluster-to-cluster hops in a collector cell for different wind
speeds. The bandwidth is Bs D 4 kHz. The end-to-end
frame error probability is 10�3. The transmit power is
Ps D 114 dB re �Pa. We observe that when the wind
speed is w D 0 m/s, the collector cell is fully connected;
hence, data can be gathered from the entire area of the
sensor field. However, if the wind speed increases because
of an increase in the level of the noise p.s.d., the network
becomes coverage limited. As observed in Figure 14, if the
wind speed is increased to w D 1 m/s, w D 2 m/s and
w D 3 m/s, the network becomes coverage limited when
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the numbers of sensors in the collector cell are Mc . 17,
Mc . 44 and Mc . 87, respectively. Hence, in a man-
ner analogous to the reduction of the sensors powers, an
increase in the wind speed essentially leads to a reduction
in the area of the sensing field of the respective collector
cell. We note, however, that in practice, the system could
operate with a certain margin that would make it possible
to raise the sensors powers in order to compensate for the
wind-induced increase in the noise p.s.d. level.

5. CONCLUSIONS

We considered a hierarchical sensor network architecture
where the sensors and the collector stations operate in
distinct layers. The hierarchical architecture was moti-
vated by the property of the acoustic underwater trans-
mission medium that for each transmission distance, there
exists an operating frequency for which the narrowband
SINR is maximised. The sensors were organised into clus-
ters forming virtual transmit/receive arrays. The collectors
were equipped with co-located arrays. A communication-
theoretic analysis conducted under the assumption of
cluster-to-cluster multihop transmission and Ricean fading,
investigated the interdependence of the sustainable number
of hops through the network, end-to-end frame error prob-
ability, power and bandwidth allocation. Numerical exam-
ples showed that there is a sufficient frequency separation
to ensure the operation of the hierarchical sensor network
without any cross-interference between the collector and
sensor networks.
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