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Abstract

In this paper we explore design aspects of adaptive modulatised on orthogonal frequency divi-
sion multiplexing (OFDM) for underwater acoustic (UWA) comanications, and study its performance
using real-time at-sea experiments. Our design critelsoio imaximize the system throughput under a

target average bit error rate (BER). We consider two difiesehemes based on the level of adaptivity:
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in the first scheme only the modulation levels are adjusteitewithe power is allocated uniformly across
the sub-carriers, whereas in the second scheme, both thelatiod levels and the power are adjusted
adaptively. For both schemes we linearly predict the chiaane travel time ahead so as to improve
the performance in the presence of a long propagation d€lay.system design assumes a feedback
link from the receiver that is exploited in two forms: one ttltanveys the modulation alphabet and
guantized power levels to be used for each sub-carrier,tendther that conveys a quantized estimate of
the sparse channel impulse response. The second approstobwia to be advantageous, as it requires
significantly fewer feedback bits for the same system thinpug. The effectiveness of the proposed
adaptive schemes is demonstrated using computer sinmsatieal channel measurements recorded in
shallow water off the western coast of Kauai, Hawaii, in J@068, and real-time at-sea experiments
conducted at the same location in July 2011. We note thatightise first paper that presents adaptive

modulation results for UWA links with real-time at-sea ewxpeents.

Index Terms

Underwater acoustic communication, orthogonal frequetigigion multiplexing (OFDM), adaptive

modulation, feedback.

. INTRODUCTION

Underwater acoustic (UWA) channels are considered as sébthe onost challenging commu-
nication media, generally characterized by low propagasipeed of sound in water (nominally
1500 m/s), limited bandwidth and randomly time-varying multipgropagation which results
in frequency-selective fading [1]. Delay spreading in an AJdhannel can occur over tens of
milliseconds; however, the channel impulse response dftena sparse structure, with only a
few propagation paths carrying most of the channel energy.

Orthogonal frequency division multiplexing (OFDM) has eaty emerged as a promising
alternative to single-carrier systems for UWA communmasi because of its robustness to
channels that exhibit long delay spreads and frequencytsate [2]-[14]. However, applying

OFDM to UWA channels is a challenging task because of itsigeitys to frequency offset



that arises due to motion. In particular, because of the Ipeed of sound and the fact that
acoustic communication signals occupy a bandwidth thatbisnegligible with respect to the
center frequency, motion-induced Doppler effects resuthajor problems such as non-uniform
frequency shift across the signal bandwidth and interi@ainterference (ICI) [15][16].

Time-varying multipath propagation and limited bandwigthce significant constraints on the
achievable throughput of UWA communication systems. Ineoitd support high spectral effi-
cienciesover long time intervals in such non-stationary environtnese consider communication
systems employing adaptive modulation schemes. Whiletagagignaling techniques have been
extensively studied for radio channels [17]-[21], onlylpnénary results for UWA channels are
reported in [22] and [23], where simulations and recordeth gae used to demonstrate the
effectiveness of the proposed adaptation metrics.

The performance of an adaptive system depends on the ti@ssrknowledge of the channel
which is provided via feedback from the receiver. Since sopropagates at a very low speed,
the design and implementation of an adaptive system ealigrnelies on the ability to predict
the channel at least one travel time ahead. This is a veryecigaihg task for communications
in the range of several kilometers which imposes signifitiamtations on the use of feedback.
However, our prior work has shown that channel predictiguoissible over such intervals of time
using a low-order predictor [24]. Crucial to successfulrati prediction is motion compensation
that stabilizes the non-uniform Doppler shift and enabksafse) channel estimation. The so-
obtained channel estimates contain only a few significaeffictents that are shown to be stable
enough to support prediction several seconds into thedutur

In this paper we design an adaptive OFDM system and studyerfenmance using recorded

test channels and real-time at-sea experiments. Our agpesal contributions are the following:
« We estimate small Doppler rates (less thén?) that correspond either to drifting of the
instruments, or residuals after initial resampling in M@kdystems (e.g. systems using

autonomous underwater vehicles). Proper Doppler compiensensures stability over in-



tervals of time that are long enough to support channel ptiedi several seconds ahead.

« We exploit the sparse multipath structure of the channeluisgresponse to estimate the
most significant channel paths and simplify the predictimbjem. Specifically, we estimate
only a few significant paths of the channel within a possilalggé overall delay spread.
We treat the statistical properties of the underlying randwocess of the channel fading
as unknown, and compute the parameters of a linear precackaptively, by applying a
recursive least squares (RLS) algorithm [26].

« We develop two modulation schemes, distinguished by thel lefs adaptivity: Scheme
adjusts only the modulation level and assumes a uniform pall@cation, while Scheme
adjusts both the modulation level and the power allottedaithesub-carrieBoth schemes
are based on a greedy algorithm whose optimality was dieduiss[20].

« We propose a new design criterion for an adaptive OFDM sy&t@sed on the information
that is fed back to the transmitter. Specifically, we consise cases. In the first case,
the information about the modulation alphabet and the dqgeahipower level for each sub-
carrier is computed at the receiver and fed back to the tratesnin the second case, the
quantized channel estimates are fed back, and the adapgieetiam for bit-loading and
power allocation is implemented at the transmitter.

« We demonstrate the effectiveness of the proposed adamihve®es using computer sim-
ulations, test channels recorded during the Kauai AcouGtimmunications MURI 2008
(KAMOB8) experiment in shallow water off the western coasKaiiai, Hawaii, in June 2008,
and real-time at-sea experiments conducted during the iK&caustic Communications
MURI 2011 (KAM11) experiment at the same location in July 20The numerical and
experimental results show that the adaptive modulatiorersehcan provide significant
throughput improvements as compared to conventional, dapive modulation for the

same power and target BER.

The paper is organized as follows. In Section I, we desdhleesystem and the channel model



that characterizes an UWA channel. In Section lll, we intim@la linear RLS predictor for the
channel tap coefficients. In Section IV, we introduce theesulor selection of the modulation
levels, the information that is fed back to the transmitéerd the adaptive OFDM schemes. In
Section V, we demonstrate the performance of the proposaptiad schemes using numerical
and experimental results that are based on recorded teshelsaand real-time at-sea trials,

respectively. In Section VI, we provide concluding remarks

[I. SYSTEM AND CHANNEL MODEL

Let us consider an OFDM system wifki sub-carriers, where the-th block of the input data
symbolsX; ,, k =0,1,..., K —1, is modulated using the inverse fast Fourier transformT)FF
The block of input data consists of information-bearing bpis and pilots, with corresponding
sets denoted a$; and.S,, respectively. We assume that the information symbolsrategendent,
while candidate modulation schemes are BPSK, QRESK andl6QAM with two-dimensional
Gray mapping. In other words, for theth sub-carrier, wheré € S;, and then-th block, the
modulation levelM, ,, € {2, 4,8, 16}, and if no data is transmittet,, ,, = 1. It is assumed that
the pilot symbolsk € S,) take values from the QPSK modulation alphabet. For eactutatidn
alphabet, we assume a uniform distribution of the congtetigpoints with a normalized average
power. The transmitter sends frames of OFDM blocks, suchadha OFDM block occupies an
interval 7" = T' 4 T,, whereT' and T, are the symbol duration and the guard time interval,
respectively. We denote by = K/T the total bandwidth of the system, by the frequency of
the first sub-carrier, by, = f, + B/2 the central frequency, and h¥f = 1/7 the sub-carrier
separation.

In this paper, we consider an adaptive system illustrateBign 1. The different functional
blocks of the system, such as channel and Doppler estimatiwemnel prediction, adaptive

allocation, and feedback information, are discussed irréise of the paper.



A. Channel Model

Let us now define the impulse response of the overall channel

hrt) = 3 hy(03(r — (1), M

where P is the number of distinct propagation pathsis the delay variable andis the time

at which the channel is observed. The coefficigpft) represents the real-valued gain of the
p-th path, andr,(t) represents the corresponding delay. Here, we emphasize¢hthahannel
model (1) includes the initial resampling operation at theeiver by a common Doppler factor.
Assuming a high bandwidth (sufficient resolution in the gletariabler), the set of coefficients
{ho(t),...,hp_1(t)} offers a good representation of the actual propagationspdthe received

signalr(t) is given as

i

—1

r(t) = ) hp()s(t = 7,(1)) + (), )

p

where s(t) is the transmitted signal and(t) represents the additive white Gaussian noise

I
o

(AWGN) process with zero-mean and power spectral densitynalized to unity: If we also

define the equivalent baseband signals) andv(¢) with respect to the frequency., such that

s(t) = Re{u(t)e® "},

"t = Re{o(t)ei}, @)
we then obtain
oft) = 3 eltutt - rl8) + wlt). @
where "~
() = hy(t)e 20, ©)

The AWGN assumption incurs no loss of generality of the psmmoadaptive scheme even though acoustic noise is not

white.



and w(t) is the equivalent baseband noise. Eq. (4) implies the elgmvdaseband channel

response

co(mt) = ) p()o(r = 7(1)), (6)

B. Modeling of the time-varying path delay(t)

Following the approach from our previous work [24], we motled time-varying path delays

as
w0 =0 [ e, 7

wherea,(t) is the Doppler scaling factor which is some function of tirfiéis model includes
the fixed termr,, which describes the nominal propagation delay correspontti the system
geometry at the time of transmission, and an additional tﬁga a,(z)dz that describes the
effect of motion at the time of observation either due totoif of the instruments (Doppler
rates less theh0~*) in stationary systems, or residuals after initial resangpin mobile systems
(e.g. systems using autonomous underwater vehicles).y&tens motion during a period of time
corresponding to a few seconds (or several data packet)dsled by velocity and acceleration
terms which lead to a linear Doppler raig(t). A more accurate model could include higher-
order terms; however, experimental results confirm that ihinot necessary. Specifically, we

modela,(t) as a piecewise linear function

t
p(t) =l = 1+ (ylo] = o = 1) (5 = n-+1). ®
where (n — 1)7" < t < nT’, and a,[n] are the Doppler scaling factors evaluated at time
instances1”.
This channel model is deemed suitable for the time scalestefast to an adaptive UWA
communication system, since providing a reliable prediatbannel state information (CSI)

depends on the availability of a stable signal referencé ¢ha be obtained through accurate

motion compensation. For example, foR&m link and the center frequencf. = 20 kHz, a



small Doppler ratex,(t) ~ 10~° can cause the phase@f{t) in Eq. (5) to change up te radians
during a time interval ofl.33 seconds that corresponds to the propagation delay of owel tra
time? Such a phase shift can considerably degrade the perfornufrzeannel prediction and
the reliability of the corresponding CSI. In other wordspger Doppler compensation ensures
stability over intervals of time that are long enough to supphannel prediction several seconds
ahead.

The model (7) allows one to decouple the phasé.7,(¢) into two terms, one that is not related
to motion, and another that is related to motion. While thst fierm may not be predictable
with sufficient accuracy because the frequerfcymay be several orders of magnitude larger
than the inverse of the path delay, the second term can bécfmeédising the estimates of the
Doppler scaling factors,[n]. With this fact in mind, we proceed to develop a channel mtésh
method that focuses on two general terms: a complex-valaefficient g, (t) = h,,(t)e =72/,
and a motion-induced phasg(t) = 27 f,. f;:o a,(z)dz. In other words, we model the baseband

channel response as

(rt) = 3 g O5(r - n(t)) ©)

where we treat each,(t) as an unknown complex-valued channel coefficient, whiclsssimed
to be stable over a prolonged period of time (tens of secomaas),(¢) as an unknown motion-
induced phase, which is modeled as a second-order polyh@ased on the expressions (7)
and (8). We emphasize that this model is valid for some iadevf’time, but its parameters may
change from one such interval to another.

Our goal is to develop a two-step procedure in which we firsirede the channel coefficients

at the receiver from a probe signal, and then use the soraatastimates to form predictions,

2Here we should make a distinction between making the piiedidor one travel time ahead, and for the round-trip time
(two travel times ahead), since the two cases corresponiféoemt feedback implementation strategies, i.e. défgrfunctions

performed by the two ends of a link.



which are finally fed back to the transmitter. This CSI will heed at the receiver (or the
transmitter) to perform adaptive allocation of the modolatlevels and power for each sub-

carrier in the current OFDM block transmission.

C. Channel estimation

Channel estimation consists of two steps. In the first stepiai phase compensation is
performed to produce a stable reference signal. This stelpdes resampling by a nominal
(average) Doppler factor and removal of the phase offsg). Here, we should emphasize that
the process relies on the estimates of the Doppler scalotgriu,[»], which are assumed to be
available with a certain precision (e.g. from a dedicatatthyonization preamble). In the second
step, the so-obtained signal is used to estimate the patficoe®s ¢, (¢). The Doppler factors are
not needed thereafter, as we conjecture that the channiéicgs after motion-compensation
exhibit sufficient stability to allow prediction severalcemds into the future.

Fig. 2 illustrates the channel estimates obtained from degd collected during the KAMO8
experiment.Specifically, in this subsection we will focus on channelreates obtained from a
short probe signal described in [2%fter the initial phase compensatiovhere a phase-locked
loop (PLL) was usegdwe perform channel estimation from the received signalgidie matching
pursuit (MP) algorithm [27]. Note from Fig. 2 that the MP atijbbm produces3 coefficients,
where neighboring coefficients belong to the same propagatth due to the path dispersion [1].
For further analysis weveigh the adjacent coefficients based on the channel tapr@owlemerge
them so as to represent the channel via four propagation pgths, g» and g3. Therefore, the
MP algorithm provides estimates of the channel coefficigpts), assuming tha = 4 channel
coefficients are sufficient for the description of the sparsétipath structure. These estimates
are denoted byj,[n|, and computed at time instance§” separated by/" = 155 ms. For
comparison purposes, we also provide the channel estinbddéned using the RLS algorithm.

Different peaks in the channel estimates can be associatédnwiltiple surface and bottom
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reflections calculated from the geometry of the experim@stit can be seen from the figure,
the MP algorithm successfully estimates the significanthokh coefficients, and reduces the
estimation error with respect to that incurred by the RLSatgm.

We emphasize that positions of the significant paths may ainifa larger time scale (tens of
seconds), and therefore have to be updated accordinglyglrBFwe show the magnitudes and
phases of the significant paths over a time period ef As we initially conjectured, the phases
of g,(t) remain relatively stable for more than a few seconds (a waian delay over several

kilometers).

IIl. CHANNEL PREDICTION

As we previously reported in [24], the future valuesggft) are predicted from the estimates
g,(t). In particular, if the OFDM blocks are periodically transted at time instances= n1",
we useM observations made at timesn — 1,....,n — M + 1 to predict the channel at time
n+ 1. To account for possible correlation between the path aeffis, we allow for their joint
prediction. In other words, we use alt channel coefficients to predict each new coefficient.

The prediction is thus made as
Gln + 1] = W [n]gy,[n], (10)
where
oln +1] = [goln + 1] Galn+1] - gpoaln+1J7, (11)

The matrixW|n| containsM P x P prediction coefficients that are to be determined.
Because the second-order statistics are not availablehéorandom procesg[n + 1], we
computeW|n| adaptively, by applying the RLS algorithm as specified inl&db In Eq. (21),

R is an M P x M P matrix which represents an estimate of the inverse joinb-aotrelation
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matrix £ {g,,[n]d};[n]} andé is a small constant, typically a fraction of the minimum amon
variances of the channel coefficients jointly predicted ey RLS algorithm.

As discussed earlier, UWA systems suffer from inherenthglpropagation delays, which pose
additional challenges in the design of a predictor. To cexatt this problem, channel prediction
one travel time ahead is achieved by using an RLS predictarlofv orderM (e.g.M =1 or
M = 2) and a small forgetting factox (e.g. A\ = 0.5 ~ 0.75, which corresponds to an effective
window of lengthL.;s = 1/(1 — X\) = 2 ~ 4). Note that the forgetting factok is uniquely
specified for allP channel coefficients. With a small ordéf and only a few significant paths,
i.e. a smallP, computational complexity of joint channel prediction igfciently low to allow
for a practical implementation.

The structure of the matrixV[n| is primarily driven by the geometry of the propagation
environment, i.e. not all of the propagation paths are nilytw@rrelated. In the present data
set, the strongest arrival often exhibits more stabilityd ahe contribution from the other,
weaker paths in its prediction appears to be negligible.r@fbee, the strongest path can be
predicted independently, without loss in performance. threowords, if the channel coefficient
k corresponds to the strongest path, Eq. (25) can be modifiédllawss: the k-th column of
W/n| is recursively updated only for those elements that comedo the prior observations of
the k-th coefficient §i[n], gx[n — 1], ..., gx[n — M + 1]). In addition, exploiting the correlation
among the remaining paths may lead to a performance imprewgnwhose exact amount is
determined by the environmental profile, and accuracy ofctienel and Doppler estimates.

After performing channel prediction at the receiver, theobtained CSI is used to initialize
adaptive allocation of the modulation levels and power sstbe OFDM sub-carriers. As we will
discuss later, depending on which end of the communicatidngerforms adaptive allocation,
different types of information are fed back over a low-ragedback channel. In the following,
we describe the design framework, initially proposed in][2Bder which we developed two

practical adaptive modulation schemes, and we also dishastesign of band-limited feedback.
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IV. ADAPTIVE MODULATION AND POWER ALLOCATION

The system model assumes that residual Doppler effects egkgible after proper initial
motion compensation (resampling by a nominal Doppler faata@ removal of the phase offset
6,(t)). After this initial step, it is also assumed that the chariseconstant at least over the

transmission interval’ of one OFDM block. Therefore, the received signal can beesqed as

Yk,n = Gk,n V Ck,nXk,n + Nk,n7 (13)
where
P-1
Grm = Z gpln)e 72 (kAF=B/2)m0. (14)
p=0

andY; ., Cr,, and Ny, are, respectively, the received signal after fast Fourasform (FFT)
demodulation, the transmitted power, and zero-mean argusymmetric complex AWGN with
variances?,/2 per dimension. The noise term includes the effects of antbioise and residual
ICI on the k-th sub-carrier and the-th OFDM block, which is approximated as a Gaussian
random variable.

For the transmission of each OFDM block we adaptively comphé size of the modulation
alphabetM, ,, and the transmission powér; ,,. The objective of our adaptive OFDM system
is to maximize the throughput by maintaining a target averB&R. In order to maintain the

BER at a fixed value, we propose the following optimizationecion:

K-—1
maximize Z logy My,
MO,n ----- MKfl,n E—0

K-1
subject to Cin < Cp, (15)
k=0
1 K-1
E Z Pe k — Pb7
k=0

where C,, is the overall average power allocated to theh OFDM block, F, . is the average
BER for the k-th sub-carrier, and?, is the target average BER. The average power can be

expressed as’, = C' + C;°, whereC is a constant and’}**, is the residual power from the
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previous block which was not allocated (i.€:;°, is less than the minimum power increment
required by the algorithm for a one-bit increase of the aversoughput). Here, we should
emphasize the difference between total power allocatiah distribution of this total power
among the sub-carriers. In the former case, one can desigulative scheme where the total
power C' is adaptively allocated (and uniformly distributed amohg sub-carriers) in order to
achieve the prespecified performance (e.g. the targetgezd8&R or SNR at the receiver) for
the fixed system throughput, whereas in the latter case, the fixetlgoteer C' is non-uniformly
distributed among the sub-carriers to achieve the prefpeg@erformance, and tmaximizethe
system throughput-or the purpose of experimental sea-trials, the total pallecationC' is
initially set to a value which is able to support the targeberate, and avoid the outage scenario
(no data transmission).

In order to reduce the computational complexity of the a@laplgorithm, the sub-carriers of
the n-th OFDM block can be grouped into clusters. If we assuine: 2¢, we group consecutive
sub-carriers inta) = 29e clusters, wherek'/Q = 2¢-% is the size of each cluster. We denote
by Cg?n and Mg%n, respectively, the allocated power and the modulationlleeeresponding
to the ¢-th cluster,q = 0,1,...,Q — 1. The optimal power level for each clustgrdepends
on the transfer function of the channel. If the channel da@schange much within a cluster,
computation ong?n and Mﬁn is performed based on the average channel gain in clyster
Note that if a cluster is affected by a deep fade, it will be dwated by the sub-carrier with
the lowest channel gain. Clustering reduces the computatioad (see [23] for more details)

but impliespossible error penalization and/ardecrease in throughput as compared to the full

computation of modulation levels and powers for all sulriess.

A. Thresholds for modulation levelst;, ,,

Due to the large propagation delays, the proposed adapti@MDtransmission relies on

channel prediction. We obtain predictions of the chann&l@; ,, one travel time ahead based
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on the time-domain predictions of the most significant clehrooefficients (10). We model
the prediction error on the-th channel path as a complex zero-mean circularly symmetri
Gaussian random variable with varianeg,/2 per dimension. Furthermore, based on the
priori knowledge obtained from the channel prediction, we madg) as a complex Gaussian

random variable with mean

ékn — Zg nleJ2r(kAf~ B/z)Tpo (16)

P—-1 9

and variances? = > )07,

where P is the number of significant time-domain channel
coefficients. Assuming that the current channel @ain, is perfectly known, we apply maximum
likelihood symbol detection for the AWGN channel at the autpf the matched filter. Thus, the

probability of bit error for thek-th sub-carrier for MPSK/MQAM is well approximated by [18]

m(Mp ) Ck n

k) Ghn
(Gkn,Ckn,Mkn) ~ 026 2(Mk n—l)T‘ k, | : (17)

where the coefficientsn( M, ,,) are determined numerically for each modulation alphatet, a
accurately as desired for the BER approximation and takeegal2, 3.3, 3.5 and3.6 for M, ,, =
2,4,8 and 16, respectively.

For transmission of the-th OFDM block, the adaptive system has knowledge of theipted
values@m, but not of the full channets; ,,. Therefore, from Eq. (17), the average BER on the

k-th sub-carrier is obtained as [18]

E [Pk(Gk,m Ck,m Mk,n)‘ ék,n]

‘ak,n|2 1
eXp - O'g 1 - 7”(Mk,n) Ck,n 2
1+2(Mk,n*1) ‘712\7 og

m(Mk,n) C/c,'rL 2
L4 o, o o2 O

Pe,k

Q

~ 0.2

(18)

For a given target”. ;, we now compute the thresholdg; (M, ,,) for the available modu-

lation levels. The solution foC,j;n(Mk,n) is given by

2 a—1 2 An2 An2 \Gkn\ -1
O (M) = 2k Do [ (G [Wo<|G§’2‘ 5 >>] “1p. a9)

m(My.n)o? o2
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whereW,(x) (x > —1/e) is the principal branch of the Lambeén-function, the inverse function
of x = Wexp(W). Note that, if|G},,.|?/o2 > In(P.,/0.2), the threshold goes to zero, i.e.
Cin(Myn) — 0. This case corresponds either to high SNR regimes withbileli€SI, or to
very high target BERs of the system. Reasonably accurateosipmtions forW,(x), which
can be computed efficiently, are provided in [28]. We shoulbleasize that different thresholds
correspond to different average valuesCAQtn, since all of the sub-carriers are affected by the
prediction error of the same varianeg.

The optimization problem (15) is hard to solve from the sfaidt of a practical implementa-
tion, because it is computationally too intensive to be rutha receiver (or the transmitter) for
every OFDM block. Therefore, we pursue sub-optimal sohgiarhich are obtained by relaxing
one of the problem constraints. Specifically, we focus on &slaptive schemes in the rest of

this section.

B. Adaptive Scheme 1

The optimal solution for (15) includes a non-uniform powdo@ation for a maximum at-
tainable throughput, such that the target average BER,.isThis causes that each sub-carrier
contributes to the average BER differently, due to the feeqy selectivity of the channel.
However, the problem can be simplified if we consider adapéilocation of the modulation
levels while distributing the power uniformly among the szdyriers. Since we adaptively allocate
only the modulation levels, the so-obtained solution fds)(Will be sub-optimal. Specifically,
we apply a greedy algorithm that computes the modulatioal$ew a given block: using the
allocations from the previous blook — 1 for initialization. The proposed algorithm is given in
Table II. Similar greedy algorithms have already been asred in [29] and [30].

After initialization of the algorithm for each sub-carrieas given by Eqgs. (27)—(30), we
successively increase the modulation levels for thosecautiers that require the smallest power

increment (31)—(43), while maintaining the average BERoWwethe targetP,. If the set of
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modulation levels from the previous transmission intersaiot a greedy-based solution for the
currently available CS{@W}, the algorithm greedily searches for the closest solutibitivis
used as a new initialization point of the algorithm. Alsothe algorithm does not support the
throughput from the previous transmission interval (iiefails during the initialization step),

it searches for the sub-carriét with the largest power decrement that is required in order to
decrease the modulation levét(,- ,,. The algorithm is terminated when the pre-specifigds

achieved.

C. Adaptive Scheme 2

In the second scheme we consider adaptive allocation of taulation levels and the sub-
carrier powers such that, , = P, for each sub-carrier.

Once the thresholds are computed from (19), we apply theti@daplgorithm of Table Il
to generate the signal of theth OFDM block. The algorithm is terminated when the avail-
able powerC,, is exhausted, or when all sub-carriers achieve the maximwduiation level
(16QAM). Here, we emphasize that for those sub-carriers thatiara deep fade no data is
transmitted (zero power is allocatedh other words, the sub-carrier with indéxis in deep
fade if the threshold’; , (M, ,,) is high enough to violate the power constraint in Eq.(15)

Because of the additional freedom to adjust the power, ttierme will achieve a higher

overall throughput as compared to Scheme

D. Limited feedback for adaptive UWA systems

We assume that a limited-feedback channel is available daveying information from the
receiver back to the transmitter. Two types of feedbackrmédion are considered in this paper:
the modulation alphabet and the quantized power levels &oh esub-carrier/cluster, or the
guantized estimate of the sparse channel impulse response.

If the channel changes slowly across frequencies, neigidpaub-carriers are allocated the

same modulation and power levels. In such a case, it is na@ssacy to feed back the channel
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information for each sub-carrier, i.e., the total numbebit$ that are fed back can be reduced.
Moreover, the power levels can be uniformly quantized, sihel . bits are used to represent
each quantization level. Alsd,,, bits are used to represent the available modulation lefels.
example, in our case we describe four modulation levelsgugin = 8 indices, which is more
than the needed minimum. In contradY2L, + L,) bits are required to convey the information
about P significant coefficients in the channel impulse responssyrasg that2L, bits and
L; bits are required to represent the quantized complex gaintla® delay of each dominant
channel coefficient, respectively.

Due to the long propagation delay and time-division dupigxive assume a feedback channel
which imposes a limit on the maximum number of bits that carcdreveyed to the transmitter.
Therefore, lossless data compression techniques can deiuse receiver to reduce the number
of bits that are conveyed back to the transmitter. For exapiplin—Length—Encoding (RLE) [31]
is a simple coding scheme that provides good compressiorataf that contains many runs
of zeros or ones. It can be applied together with the wellMkmd.empel-Ziv—Welch (LZW)
code [32] (used as an inner code), to efficiently compresseedback information. As we will
see in the following section, assuming perfect channek stgbrmation (CSIl) at the receiver,
feeding back the channel state information about the spatdgpath structure and making the
decision on the transmitter side is shown to be advantaggoas it requires significantly fewer

bits.

V. NUMERICAL AND EXPERIMENTAL RESULTS

In this section we present numerical and experimental tesul the performance of the pro-
posed adaptive schemes from Sec. IV. The numerical reseltisased on channel measurements
recorded during the KAMO08 experiment, and experimentalltegrom the real-time at-sea trials
that were conducted during the KAM11 experiment. Both eixpents were conducted at the

same location with operational areas marked in Fig. 4.
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A. Numerical results from the KAMO08 experiment

The KAMO8 experiment took place ih00 m deep water, with a communication distance of
4 km. The transmitter was deployed at the location Sta00 (geé)-as a&2.5 m aperture vertical
array of8 ITC-1001 transducers/ (5 m spacing), with a sampling rate ¢f r, = 100 kHz. The
receiver was deployed at the location Sta08 &%5.25 m aperture vertical line array (VLA)
of 16 elements .75 m spacing), with a sampling rate ¢f z, = 50 kHz. The performance
results are based on the channel estimates for transnsdsaiween the fourth transducer from
the bottom 9.5 m deep) and the tenth hydrophone from the bott6m26 m deep).The total
bandwidth and the guard time afe= 7.8 kHz and7, = 150 ms, respectively\We assume an
OFDM transmission withK' = 512 sub-carriers and a frequency separationl@P5 Hz. The
target average BER iB, = 10~2. We estimate the channel using the MP algorithm, and predict
the five significant channel coefficier2%7 s ahead.

Fig. 6 presents achievable throughput results for the OFP#lems that employ Schenie
and Scheme without clustering fore? = —24 dB, which is measured relative to the overall
channel power. We also provide performance results for tmeadaptive scheme (with uniform
power and modulation levels) and the optimal solution, Whscevaluated using the interior-point
method [33] to solve the nonlinear convex optimization peab (15). Interestingly, Scheniz
shows a slight performance loss only for the high SNR regime@npared to the optimal
solution, while Schemé exhibits a performance degradation for the entire SNR redgéoth
schemes significantly outperform the non-adaptive satutio

In Fig. 7 we summarize the feedback requirements of Schemihout clustering Q = 1).
Feeding back the power and modulation level computed atedbeiver clearly requires more
bits than feeding back the (sparse) channel respdnse.2, 3,4 and5 bits are used to represent
the quantized power levels, ard,, = 3 bits are used to represent the five modulation levels
(no transmission, BPSK, QPSKPSK and16QAM), resulting in a total 0f2560, 3072, 3584

and 4096 bits with K = 512 and ) = 1. The feedback information is then compressed as
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discussed in Sec. IV, resulting 201, 245, 294 and350 bits (the values indicated on theaxis).

If the channel response is fed badk, = 3,4, ..., 10 bits are used to represent the real and the
imaginary parts of each quantized channel coefficient, and 8 bits are used to represent the
corresponding delays. The feedback information is thenpcessed similarly as in the previous
strategy. We note that the minimum number of bits requiresh&intain the target average BER
at 1073 is 350 and 120 for the two cases, i.e. that feeding back the channel respaukices the
feedback requirements approximately three fold. Whentetusy is applied, the two feedback
strategies require a similar number of bits to feed back;dwaw clustering is performed at the

expense of reducing the overall throughput of Sche@me

B. Experimental results from the KAM11 experiment

The KAM11 experiment took place itD0 — 120 m deep water, with communication distances
of 1, 2 and3 km. The transmitter was deployed from the ship dssam aperture vertical array of
4 1TC-1032 transducerg)(5 m spacing) at different locations within the operationaaawhile
the ship was stationary. The sampling rate wWas, = 100 kHz. The RF-coupled receiver was
deployed at the location Sta05 and StalO (see Fig. 8) (@6 m aperture VLA of4 elements
(0.2 m spacing), with a sampling rate ¢f z, = 100 kHz. Both the transmitter and the receiver
were deployed in the middle of the water column. A feedbadmfrthe recorder buoy was
provided using an RF link. The geometry of the experiment #redsetup of the system are
given in Fig. 9.Due to the variations of the channel that are inherentlygrgesand different
communication distances tested in the field, a typical SNRateceiver varied betweenand
20 dB.

The OFDM frame containg blocks with K = 1024 sub-carriers per block, at a central
frequency of f. = 30 kHz. The receiver operates coherently whét8o of sub-carriers are
used as pilotso accommodate for real-time testing of the system, sineecttannel multipath

structure can significantly change during an experimenial ¢tens of minutes or even hours).
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Note that such a high overhead will not be required in practiden a propagation model
can be run prior to deployment to evaluate the multipathréxter a given system geometry.
The total bandwidth and the guard time abe = 10 kHz and7, = 100 ms, respectively.
Frame synchronization is performed using a PN-sequenceaui@tidn 25 ms and the symbol
rate 10 ksymb/s. The presented performance results are genenatethjploying maximal ratio
combining (MRC) of signals received at four elements. Havewe should emphasize that even
though MRC is used for data detection, we use only one recdement to perform channel
estimation and adaptive allocation in order to minimize plhecessing time at the receiver.

The adaptive system is initialized at the transmitter-emdefminal at the ship) by sending
activation commands to the receiver-end (a terminal at thedupled buoy) through the wireless
link. Once a confirmation message is received from the recd®rminal, the transmitter-end
execute a sequence of operations such as acquiring theasitppp from GPS, gathering various
environmental data, etc. This is followed by the first OFDMnfie transmission with a uniform
power allocation and QPSK modulation alphabet for all dath-carriers. Once the frame is
detected at the receiver, it is stored at the local driverfiiother processing. In particular, we
perform initial synchronization using the PN-preambléjch is followed by PLL-based Doppler
estimation and compensation as suggested in [15]; we thetucd channel estimation over the
uniformly-spaced pilot grid using the orthogonal matchmgsuit (OMP) algorithm [27], and
perform coherent detection for each OFDM block of the resgtiivame finally, using the channel
estimates, we execute Scheme 2 at the receiver to compujgother and modulation levels,
which are then fed back to the transmitter and used for thé @&DM frame transmission.
During each real-time trial, we transmitted betwe¥nand 50 consecutive OFDM frames in
order to demonstrate the performance of the proposed adagtheme, and the functionality of
the implemented system.

Among various constraints on the real-time implementatbthe system (e.g. out-of-band

interference from the other systems simultaneously testedeak RF link for certain positions
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of the ship, weather conditions, etc.), the most importenitation is determined to be the total
round-trip time of the system that was on the orderl0f— 20 s. This significant delay was
mainly caused by all-level processing of the system at biolgssof the link (acquiring GPS and
environmental data before each transmission, and aftér re@eption, data detection, recording,
and data processing, including prediction and adaptivecation, etc.), while physical propa-
gation contributed with delays @67 — 2 s. Note that the RF feedback imposes no significant
delay in the system. Since the total round-trip time is myalimhited by high processing delays,
a good performance of the proposed schemes is expectedefamhtmnels with the coherence
time of several seconds. In contrast, for rapidly-varyitgmnels, high processing delays will
result in a poor performance of channel prediction and dattl@€SI. Here, we should emphasize
that the ultimate performance limitation of an adaptive Ud¥stem will not be determined by
the processing delay, but by the physical propagation delaich gives a lower bound on the
channel coherence time that can be supported.

As discussed in Sections Il and Ill, some channel measuresmedicated that the channel
coherence time wa3 — 4 seconds (or more), which allowed us to perform channel ptied.
Therefore, in the rest of this section, we will focus on thpexrimental results obtained from sea-
trials during which channel conditions were calm (e.g. wapeged of2 — 8 knots and Doppler
rates of10~*), and the (average) channel coherence time is on the ordeeaminds. We note
that channel conditions in general may not be so calm, iagulh a proportional reduction of
coherence times that can severely limit the performanceuofadaptive scheme.

In Fig. 10 we show the channel estimates obtained from thadraynchronization preamble
of a2 km link for three consecutive non-adaptive QPSK-modul&€&dM frame transmissions,
labeled asi, b andc. As mentioned earlier, the average time interval between dansecutive
frame transmissions is (roughl@) s. Note the significant variations of the channel impulse
response within a one-minute time interval. For the givensegutive OFDM frame transmis-

sions, in Fig. 11 we provide the performance results for geeiver with four elements. Note
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that poor performance is achieved for transmissioasdb, while a fair performance is obtained
for transmissiorn, corresponding to very high SNR observed at the receiver Egg 10). If the
target average BER for OFDM systems is setlfio? — 10~3, the non-adaptive scheme should
use either more power, or reduce the overall throughput bgl@rimg the BPSK modulation
alphabet which is preferable for the power limited systems.

In Fig. 12 we illustrate channel estimates df &m link for three consecutive adaptive OFDM
frame transmissions, labeled@% andc. The available adaptive modulation alphabets are BPSK,
QPSK and8PSK. As in the previous set of non-adaptive OFDM block trassions, we note
significant variations in the channel impulse responseiwdih one-minute time interval. For the
given consecutive OFDM frame transmissions, in Figs. 13ridl15 we provide the performance
results for the receiver with four elements. For the targerage BER set ta0—2 — 1073, we
note that a good performance is achieved for all three tresssoms ¢, b, andc in Figs. 13, 14
and 15, respectively), since Scheme 2 successfully trdmksrderlying channel variations. Due
to large propagation delays and channel variations (thereoice time on the order of seconds)
that impose severe limitations on channel prediction, theptive scheme tends to oscillate in
performance around the target BER. In Figs. 16, 17 and 18]lustrate the channel frequency
response, the allocated power and modulation levels atimesdata sub-carriers, respectively. A
high attenuation in the frequency regiéf — 35 kHz is mainly due to the cutoff frequency of
the hydrophones which is located arowtlkHz, resulting in a severe roll-off across the upper
part of the operational bandwidth. We emphasize that thésegy limitation was not knowa
priori, and the whole operational bandwidttb (— 35 kHz) was used for OFDM transmissions.
However, Scheme 2 has successfully demonstrated theyabilddapt to the system limitations
by allocating the power and modulation levels to the lowert @d the frequency region as
illustrated in Figs. 17 and 18\ote that the channel gain at the frequency36f55 kHz is
sufficiently high to allow the algorithm to allocate a QPSKrgyol. Since the transition band

of the hydrophone filter is not sharp, we can note an active tocated aB5 kHz; this artifact
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results from a sufficiently high channel gain present at tlrergfrequency.

VI. CONCLUSIONS

In this paper we explored design aspects for adaptive OFDMutation over time-varying
UWA channels. First, we investigated the possibility of gicing an UWA channel at least
one travel time ahead. The key step in providing a stablereeée for channel prediction
is compensation of the motion-induced phase offset. Matcipiursuit algorithms are used to
identify the significant path coefficients, which are thengassed by a low-order adaptive RLS
predictor to account for large prediction lags (long feeskbdelays). Second, assuming that
the channel is predicted one travel time ahead with a givenracy, approximate expressions
for the BER of each sub-carrier (or a cluster of adjacent carbiers) are obtained. From
these expressions, a set of thresholds is obtained thatndeé&e the modulation level and
the power needed on each sub-carrier in order to maximizehioeighput while keeping the
average BER at the target level. Third, spectrally-efficiadaptive schemes (Scheme 1 and
Scheme 2) are applied to allocate the modulation and the pagvess the OFDM sub-carriers.
Finally, assuming a limited feedback channel, two competitrategies were analyzed: one that
feeds back the quantized power level for each sub-cadustér, and another that feeds back
the quantized estimate of the significant channel coeffisiam the time domain. The second
strategy is found to offer better performance, as it regusignificantly fewer feedback bits.
Numerical and experimental results that are obtained vatonded channels and real-time at-
sea experiments, respectively, show that the adaptive latbalu scheme provides significant
throughput improvements as compared to conventional, dapizve modulation at the same
power and target BER. This work leads us to conclude thattagamodulation methods may
be viable for reliable, high-rate UWA communications. Ta &nowledge, this is the first paper

that presents adaptive modulation results for UWA linkshwigal-time at-sea experiments.
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TABLE Il
MODULATION LEVEL ALLOCATION

Initialization (for k =0,..., K — 1):
Cn
Cro = Nd Mo =1,
Iterative algorithm (for n = 1,2,...):
Step 1 (for £ =0,..., K —1):

Ch
Mk,n = Mk,nfl;ck,n:?;
1 K—-1
Pe - F Zpe,k(Mk:,n)a

k=0
so = SigN(P, — P.); s = so; 51 = 0;
Step 2 (for k=0,..., K —1):
if(s=-1& Mpn=1) AP =1;
elsaif (s=18& My, =16) AP, =1;
else AP, = Pei(2° My n) — Pe s (Mg n);
Step 3:
ki = mk'}n arg {AP. 1 };
if (81 =1& APe’k;‘ = 1) end;
elseif (AP.r: =1) goto Step 4
P=P+ %Ape,kg; Mis = 2° Myt s
if (s1=0) s=—s;
if (s1=0& s# so) goto Step 2;
if (s1i=08& ki #k",) goto Step 2;
Step 4:
|f (81 = 0)
so = sign(P, — P.); s = s0;81 = 1;
if (sign(P. — P») =s0) end;
go to Step 2;
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TABLE 1lI
MODULATION AND POWER LEVEL ALLOCATION

Initialization (for k =0,..., K —1):
Cro = 0; My, = 1;

Iterative algorithm (for n = 1,2,...):

Step 1 (for £ =0,..., K —1):
Min=Min1;Cen=Cl ,(Mi.n);

Call,n - Z Ck,n7
k

S0 = S|gn(C’n — Call,n)? § = 80;81 = O;
Step 2 (for £ =0,..., K —1):
if(s=-1& Mpn=1) AC; = o
deaf (s=1& My, =16) ACk = o0;
else ACy, = C;n(QSMkyn) — Ck,n}
Step 3:
ki = mk'}n arg {AGL};
if (s1=1& ACyx =00) end;
elseif (ACkL: =o0) goto Step 4;
Cattyn = Cattn + ACks;
Crtn = Crrn + ACks; Mpx = 2° Myx
if (s1=0) s=—s;
if (s1=0& s# so) goto Step 2;
if (s1i=08& ki #k",) goto Step 2;
Step 4:
if (s1=0)
So = S|gn(Cn — all,n); § = 80;81 = 1;
if (sigN(Cau,n — Cn) = s0) end;
go to Step 2;
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