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Abstract—In Filtered Multitone Modulation (FMT), the band-
width is split into a number of subbands in which single-carrier
signals are modulated onto separate carriers with very little
spectral overlap, making the waveform resilient to intercarrier
interference. Demodulation is followed by a bank of parallel
equalizers, one for each subband. The length of each equalizer
is less than what would be needed in a single-carrier system
operating over the same total bandwidth. A channel-estimation-
based decision-feedback equalization method using a two-step
procedure (estimation/fusion) is proposed for FMT. In this struc-
ture, channel estimates are used to cancel postcursor intersymbol
interference from input signals prior to linear equalization.
Parallel channel estimates of adjacent subbands are then fused,
i.e. linked to a common underlying multipath model which
exploits frequency correlation to improve upon the channel
estimates. The sparse nature of underwater acoustic channels
may be exploited by setting to zero all but the significant channel
taps, thus further relieving equalization of the estimation noise.
The performance of underwater FMT is assessed via simulation
and using real data transmitted over 800 m in shallow water
at rates of 2—6 kbit/s. The results are compared to OFDM and
single-carrier QPSK modulation operating at similar bandwidth
efficiencies.

I. INTRODUCTION

Single-carrier modulation and equalization-based reception
has been extensively studied (and used in practice) for high-
rate underwater communication [1]. However, recent results
have demonstrated practical OFDM communication in under-
water channels at competitive rates [2], thus generating much
interest due to the simplicity of OFDM receivers, the spectral
flexibility of this technique, and the potential for efficiently
combining it, e.g., with space-time coding using multiple
transmitters and receivers [3].

The most appealing feature of OFDM is possibly the
simplicity of FFT-based reception using frequency-domain
equalization with a single coefficient per subcarrier and the
small number of parameters that need to be set a priori.
This is to be contrasted with single-carrier modulation and
equalization, where the selection of suitable filter lengths and
adaptation of a large number of filter coefficients can be
quite challenging in practice [1]. These problems become
more severe when the communication bandwidth increases,
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as the multipath results in longer intersymbol interference
(ISI) and compensating it requires longer equalizers. But one
should keep in mind that OFDM for underwater channels
also presents several challenges. Perhaps foremost is the need
for a guard interval between OFDM symbols that is lower-
bounded by the delay spread of the channel, which can
often last several tens of milliseconds. The active symbol
duration must be correspondingly increased to attain good
transmission efficiency, and intra-symbol channel variations
may then induce significant intercarrier interference (ICI).

The above advantages and drawbacks provide motivation for
the present work, which examines the feasibility of Filtered
Multitone Modulation (FMT) [4], [5] in underwater acoustic
communications. FMT is a type of multicarrier modulation
that can be seen as a bridge between OFDM and single-
carrier transmission. The basic idea underlying FMT is quite
simple: the available bandwidth, B, is divided into M disjoint
frequency bands of width B/M, onto which single-carrier
signals are modulated to create a multiband waveform. Raised-
cosine-like signaling pulses are used to achieve near-perfect
spectral containment in each band, which contrasts sharply
with the strongly overlapping sinc pulses (in the frequency
domain) of OFDM. Fig. 1 illustrates the difference in pulse
shapes used for OFDM and FMT. Each of the FMT subcarrier
signals is a single-carrier transmission at 1/M times the
rate of a similar one occupying the full bandwidth B. The
longer signaling interval makes it easier to deal with multipath
because ISI is milder, requiring shorter equalizers whose
parameters are easier to set. For the same bandwidth, the
number of subcarriers in FMT is usually much smaller than in
OFDM, which translates into shorter symbol intervals. Wider
subcarrier bandwidths and contained spectra with smooth roll-
off in FMT make ICI much less severe than in OFDM.

One can thus regard an FMT system simply as a set
of parallel single-carrier waveforms that can be processed
independently, but a more interesting perspective is to view it
as a filterbank/transmultiplexer similar to the one that is used
in OFDM. As in OFDM, an FMT transmit/receive filterbank is
designed for perfect reconstruction on a distortionless channel,
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Fig. 1: Subcarrier pulse shapes, in the frequency domain, for
OFDM and FMT.

and it can also be implemented using FFT. However, contrary
to OFDM, whose spectral characteristics are essentially deter-
mined by the signal bandwidth and the number of carriers, in
an FMT filterbank there are additional degrees of freedom that
enable a tradeoff between spectral containment and the data
rate.

In this paper, we focus on post-FFT equalization in FMT
systems to compensate for channel-induced ISI. An adaptive
structure for decision-feedback equalization (DFE) is pro-
posed, in which the equalizer coefficients are obtained from
a channel estimator [6]. This approach allows for channel
estimate sparsing, which in turn may improve the equalizer
performance. The receiver consists of a separate channel
estimator for each subband, and a fusion step that combines
them into a single, more reliable estimate. Doppler-induced
phase rotations in subcarrier streams are compensated by
adaptive phase-locked loops.

The performance of underwater FMT is assessed via sim-
ulation, as well as using real data from an experiment con-
ducted in Trondheim, Norway, in September 2007. The data
includes several modulation formats with bandwidths of 1.5
and 4.5 kHz, recorded at a range of about 800 m using a
16-hydrophone array. Results are compared to those of con-
ventional OFDM and QPSK with similar spectral efficiency.

The paper is organized as follows. Sec. II discusses FMT
modulation and demodulation issues. Sec. III describes equal-
ization algorithms. Sec. IV provides simulation and experi-
mental results that illustrate the performance of FMT. Con-
clusions are summarized in Sec. V.

II. FMT MODULATION

Throughout the paper, vectors and matrices are represented
by lowercase boldface and uppercase boldface letters, re-
spectively. The notations (-)7 and (-)* stand for transpose

and complex conjugate transpose (hermitian), respectively.
Convolution is denoted by the binary operator .
An FMT waveform is represented in complex baseband as

M—-1

z(t) = Z Zam(n) ej2”Afmtq(t —nT), (D
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where M is the number of subcarriers, a,,(n) is the data
symbol transmitted on the m-th subcarrier during the n-th
symbol interval, ¢(¢) is the narrowband pulse shape used
in all subcarriers, and T' is the signaling interval. For the
total available bandwidth B, the intercarrier separation equals
Af = B/M. Fig. 2 shows the baseband FMT filterbank with
modulator, channel, and demodulator, represented in discrete-
time at a sampling rate equal to B. As in OFDM, it is possible
to efficiently implement the modulator and demodulator of
Fig. 2 using the FFT/IFFT, although the processing structures
become time-varying [5]. With an ideal channel and properly
designed subchannel filters, each output y,,(n) should equal
a baseband PSK/QAM waveform modulated by the symbol
stream a,,(n). The following differences between Fig. 2 and
an OFDM filterbank should be noted:

o The signaling pulses ¢ are no longer rectangular. They
are typically chosen as root-raised-cosine or similar.

e The upsampling/downsampling factor K is greater than
the number of subcarriers M. This is important for
attaining high spectral containment of subcarrier signals.

In principle, one could compute subchannel pulse shapes by
quantifying the ICI and ISI at the filterbank outputs and
then solving an optimization problem to obtain q. This type
of approach is pursued e.g. in [7], [8]. In [8], channel-
independent ICI metrics are proposed to design FIR filters
q by convex optimization, and the intra-channel ISI is then
eliminated by post-processing using a single-channel equalizer
at each filterbank output (per-subchannel equalization). In
the present work we follow the more conventional approach
of imposing root-raised-cosine pulse shapes a priori. Our
per-subchannel equalization algorithm, discussed in Sec. III,
adopts fractional sampling for improved resilience against
timing offset errors [9]. Therefore, the filterbank outputs in
Fig. 2 are not decimated by K, but rather by K/L to attain
L samples per symbol interval.'

Fig. 3 shows the parameters for one of the raised-cosine
subcarrier signaling pulses (including matched filtering by
q*(—t) at the receiver). Its total bandwidth equals the subcar-
rier width, B/M. The symbol interval is T = (1+3)/(B/M),
where 3 is the roll-off factor. In the equivalent discrete-time
representation of Fig. 2, one symbol comprises an integer
number of 1/B-spaced samples, T' = K/B. This restricts the
roll-off factor to values 5 = K/M — 1. Keeping 0 < 5 < 1,
ie. M < K <2M, K can be varied for a given M to obtain

'Our discrete-time FMT filterbanks actually operate with a sampling
frequency that is a multiple of the bandwidth B. This avoids having to
interpolate the filterbank outputs when K is not a multiple of L.
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Fig. 3: Parameters of an FMT raised-cosine signaling pulse in
the frequency domain.

different roll-off bands and strike a balance between ICI/ISI
sensitivity and the data rate.

As there are no guard bands in FMT, either in the time or
frequency domains, the spectral efficiency is identical to that of
a single-carrier system using a similar signaling pulse with the
same roll-off factor over the full bandwidth n = 75 = 45
sps/Hz. In OFDM, the bandwidth efficiency is n = 7T
sps/Hz, where T is the length of the guard interval, and 1" =
1/Af = M/B is the block duration. The relative efficiency of
FMT and OFDM depends on the choice of design parameters
B and T, and the same 7 should be used for fairness when
comparing their performances (Sec. IV-A).

By design, FMT symbols overlap partially in time, making
it impossible to insert guard intervals between them as in
OFDM. This induces an additional difference between these
two modulation types:

o The phase terms e/272/™ in (1) should remain continu-

ous between adjacent blocks to preserve the spectral con-
tainment of modulated signals. This should be contrasted
with OFDM, where similar phase terms are reset in each
symbol.

o Phase continuity implies that the filterbank of Fig. 2 is
periodically time varying, with a period that depends on
the least common multiple of M and K. This behavior

has to be accounted for when designing a full MIMO
equalizer to jointly eliminate ISI in all filterbank outputs.
However, it can be ignored in the per-subchannel equal-
ization approach used in this work.

III. EQUALIZATION IN FMT SYSTEMS

The addition of zero-prefixes or cyclic-prefixes and guard
intervals to isolate OFDM symbols enables FFT-based demod-
ulation with per-subchannel frequency-domain equalization
to compensate for the channel distortion. This approach is
fundamentally incompatible with FMT, where symbols overlap
in time. Instead of scaling each symbol-rate-sampled, ISI-
free filterbank output by a single complex coefficient (channel
gain), as would be the case in OFDM, a more elaborate filter
is needed. The low overlap in frequency that typically exists
between adjacent FMT subcarriers for low-to-moderate M
even in the presence of realistic Doppler shifts in underwater
communications, renders ICI a minor concern when compared
with the residual intra-channel ISI. This makes it reasonable
to process the filterbank outputs individually at first, using
conventional equalizers to eliminate the ISI in each of these
signals (they will later be linked to a common multipath
structure).

Analysis of single-carrier experimental data has shown
that the DFE can provide significant performance gains over
linear equalizers, and this structure has become somewhat
of a de facto standard in underwater communications [1].
It is adopted in this work as well, for equalization of FMT
subchannels. The most straightforward approach is to directly
use the multichannel DFE [10], where the feedforward and
feedback filters are jointly adapted to minimize the output
MSE. This equalization algorithm can accommodate multiple
hydrophones and Doppler shifts at the receiver, which remain
desirable features for processing FMT signals.

An alternative DFE structure for single-carrier equalization
based on direct channel estimation has been proposed in [6].
In this type of DFE, the channel response is tracked explicitly,
and it is used directly in a modified feedback filter to subtract
the postcursor ISI from input signals based on previous symbol
decisions. The relatively mild precursor ISI is then removed by
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Fig. 4: Channel-estimation-based DFE for one FMT subcarrier
stream.

a short linear equalizer. This type of structure readily exploits
the sparse nature of many underwater channels, simply by
setting to zero those channel coefficients that appear to be
negligible. Reduction of the effective number of parameters
used by the equalizer can improve the system performance by
eliminating some of the estimation noise that is present in all
adaptive filtering algorithms.

Fig. 4 broadly outlines the structure of a channel-estimation-
based DFE used in each FMT subcarrier stream. In a multi-
channel configuration, which is often necessary to provide spa-
tial diversity gain in acoustic channels, the receiver filterbank
of Fig. 2 is replicated for each hydrophone.

Let y,.-(n) be the vector of input samples to the m-
th subcarrier equalizer from the r-th hydrophone. At time
n, these vectors include the filterbank outputs y,.(n —
Ni)y...yYmr(n — N_). Phase fluctuations in y,,,.(n) are
compensated by multiplying each sample vector y,,,.(n) by
an exponential term e~7%»~(") The equalizer is defined by
the feedforward filters f,,,, and the channel filters h,,,. Its
output is given by

R
2n(n) =y (Yir (e @~y () @)
r=1

where

Yoo () = D By (0, k)i (0 — k) 3)

k>0

and h,,,,-(n, k) is obtained from the vector of estimated chan-
nel coefficients h,,, in symbol interval n — k by shifting its
elements kL times (k symbols worth of delay). An efficient
method for updating y? ..(n) based on its own shifting prop-
erty is discussed in [6].

The concatenated feedforward filter coefficient vector, f,,,
is updated in time by the RLS algorithm [11] driven by the
error e,,(n) 2 am(n) — zm(n).

The phases 6,,,, are adapted so as to approximately mini-
mize the squared error ]em(n) 2, whose gradient is obtained
from (2) as [6]

a|€m‘2 8€m % _ ¥ N
o = 2Re{ o e, p = —2m{z e} (@)
where |
Zﬁzr(n) = f;WY7n,r(n)€7j0mr(n) . 5

The error gradient is used to drive a PLL, normally chosen as
a second-order loop [6].

Estimation of the channel vectors used in (3) is carried out
in two steps. First, pulse shapes are independently estimated on
each subcarrier, and are then fused together so that the h,,,
in (3) conform to a single underlying channel model (Sec.
ITI-A). Standard system identification techniques are used for
the first estimation step [12], in which a bank of parallel
identification filters is driven by the sequence of previous
symbol decisions (assumed to be correct). Each of these filters
is presented with a reference that equals a symbol-rate sampled
(and phase corrected) sub-sequence of the receiver filterbank
output. Specifically, an RLS update is used for each filter, with
input vector

am(n) = [am(n — N) am(n — 1)]T (6)

and reference y,,, ((n—nq)L+1)e= 70" 1 =0,..  L-1.
The RLS filter for a given [, m, r, directly provides a length- N
estimate of a symbol-rate-sampled sub-sequence fzmr(nL +1)
forn = —ng+1,...,—ng+ N. These are interleaved into the
correct temporal order for all [, yielding length-IV L vectors
flmr. The delay ng in the reference signal must be chosen
to capture most of the energy in the causal and anti-causal
components of received subcarrier pulse shapes.

Because the same input vector a,,(n) is used in all parallel
filters, they also share the computations for updating the data
covariance matrix and computing the Kalman gain. In fact,
only the recursion for updating the RLS coefficient vector is
specific to each filter. Therefore the total cost of performing
the proposed M LR identifications is essentially M length-NV
RLS updates per symbol interval, plus gradient-like updates
for the remaining M (LR — 1) coefficient vectors.

A. Fusion of Channel Estimates

The channel estimates flmT are calculated in an efficient
manner, but they are obtained independently for each subband
m. The actual channels, h,,,,., however, are related to the same
physical channel, C(w) in Fig. 2. This fact can be exploited
to improve upon the channel estimates, and we do so through
the process we call fusion.

Consider the path between a,,(n) and y,,(n) in Fig. 2.
Ignoring the contribution from other branches of the transmit
section the signal at the input to the decimator is a discrete-
time PSK/QAM waveform with K samples per symbol and
pulse shape

Ho(w) = P@)C(w+ Zom) %)
Pw) = QW[ )

or, in the time domain,
hm(n) = p(n) * c(n)e*j%m" . 9)

The match-filtered pulse above, p(n) < P(w), has a raised-
cosine shape. The identification procedure described in the
previous section yields N L samples of each received pulse
shape By The delays associated with these samples, rel-
ative to the reference sampling rate equal to B, will be



denoted by ni,...,nyr. To estimate the channel response
for the r-th hydrophone in a suitable temporal support region,
er(K2),...,cr (K1), all that is needed is to collect the M N L
equations

p(n) * cr(n)e_j%m” = ﬁmr(n) , n=mn1,....,nn5, (10)

and solve this linear system for ¢, in an appropriate sense. In
standard form:

Pc, =h,, (11)
Py e (K-) ho,
P=| : |, e¢=| : |, h=| : |,
Py er(K4) fl(Mfl)r
(12)
P, =

p(K_ —ny)ed5imE- (K4 —ny)ed5rmEs

(K- — nNL)e_j%rmK* p(K4 — nNL)e—jzﬁ”mKJr
(13)
" » A T
hyy = [hnr(n2) (N L) (14)

The most straightforward type of fusion of channel estimates
amounts to projecting h,. onto the column space of P. If the
latter has full column rank this may be accomplished by

h, = Iph, IIp = P (P*P) ' P*. (15)

The elements of h, are then inserted in (3) to synthesize
the postcursor ISI waveform. Note that P does not depend
on the hydrophone index r, and it may be computed and
decomposed as needed offline. When P is tall, but column-
rank-deficient, singular value decomposition (SVD) may be
used to compute an orthonormal basis U for its column space,
and the projection operator simply becomes IIp = UU*.
Depending on the rank of U, it may be preferable to multiply
h, by U* and U in sequence, rather than by Ilp.

For coefficient sparsing as proposed in [6], ¢, must first be
explicitly computed by solving (11), possibly with some form
of regularization. After suitable transformations ¢, — c,. the
fused pulse shapes are obtained as h,, = Pc/,, and the vectors
h,,. needed for equalization are extracted.

IV. PERFORMANCE ASSESSMENT
A. Simulation Results

This section presents simulation results for a deterministic
time-varying channel, which were conducted to assess the
basic advantages of FMT over the single-carrier and OFDM
modulation techniques as discussed in Sec. I. Fig. 5 shows the
channel geometry and sound-speed profile, which were chosen
to approximate the range-dependent conditions of the UAB’07
experiment described in Sec. IV-B. These simulations focus on
the impact of channel variations that cannot be compensated
by the phase tracking system described in Sec. III, namely, the
presence of differential Doppler that induces distinct frequency
shifts in the paths that make up the baseband channel response.
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Fig. 5: Simulation setup (geometry and sound-speed profile),
reflecting the conditions of the UAB’07 experiment.
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Fig. 6: Time-varying impulse response for simulated channel.

This is accomplished by specifying opposite and vertical-only
velocity components for the transmitter and receiver, up to
(0,£0.5) m/s. The communication bandwidth is B = 4.5 kHz,
around a carrier frequency f. = 5.5 kHz.

A soft bottom was used (v = 1530 m/s), generating an im-
pulse response with delay spread of about 10 ms. Fig. 6 shows
the real part of one of the time-varying impulse responses,
where the presence of differential Doppler is clear from the
difference in phase rotation rates for the various paths.> A
set of QPSK, FMT and OFDM packets were then generated,
distorted by the channel, and demodulated. Their parameters
are similar to those used in the UAB’07 experiment, but they
are chosen to ensure that identical spectral efficiencies are used
when comparing the performance of different modulations.
Specifically, ZP-OFDM packets with 128, 256, 512 QPSK-
modulated subcarriers, 25 ms guard interval and total length of
about 3 s were first specified, yielding bit rates of 4.8, 6.3 and
7.3 kbit/s. For each of these target bit rates, one QPSK packet
and 3 FMT packets with 8, 16, 32 carriers were designed by

2Qur approach for incorporating the effects of motion is a coarse approxi-
mation, though suitable for testing the performance of different modulations
and receivers. Path delays and attenuations were computed for a static nominal
configuration using an acoustic ray tracer, and frequency shifts were then
computed at the carrier frequency based on departure/arrival angles for each
path, and superimposed on the attenuations.
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Fig. 7: Real part of equalizer output for one FMT subcarrier
(M = 8) and a QPSK packet in simulated channel. Clairvoyant
receivers are frozen at time ¢ = 0.

choosing appropriate roll-off factors.

This section focuses on illustrating basic differences in
behavior of the above modulations in the presence of channel
variations. In order to focus on fundamental differences, i.e. to
isolate the artifacts of imperfect tracking by adaptive subsys-
tems (equalization, phase tracking, channel estimation), only
clairvoyant receivers are used here. At appropriate instants in
time, all required equalizer coefficient vectors or channel gains
at OFDM subcarrier frequencies are exactly computed from
perfect knowledge of the instantaneous pulse shape/impulse
response at any given point in the signal processing chains
of the various receivers. Expressions for the coefficients of
clairvoyant DFEs are given, e.g., in [13].

Fig. 7 shows the evolution of the real part of the output
constellations, after equalization by a DFE, for a 4.8 kbit/s
QPSK packet and the first subcarrier of an FMT packet
(M = 8). Equalizer parameters were calculated for the instan-
taneous channel at time ¢ = 0, and then frozen throughout
the packet. The figure clearly shows a significantly faster
degradation in the output scatter for the QPSK packet, whose
equalizer is longer than in FMT and relies on a delicate balance
between its taps to achieve ISI compensation that is more
easily disrupted by imperfect channel knowledge. FMT may
thus have a practical advantage over QPSK during short-term
fast channel fluctuations that exceed the tracking ability of
adaptive equalization algorithms at the receiver.

In practice, of course, the receiver parameters will not be
frozen during the entire packet but will instead be updated
at the symbol rate. The updating rate of a single-carrier
system will thus be M times that of an FMT system with the
same throughput and efficiency, and so long as the decision-
directed operation remains reliable, channel tracking will be
faster. The trade-off between the ISI suppression capability
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Fig. 8: Output MSE for FMT, QPSK and OFDM packets in
simulated channel. Clairvoyant receivers are updated periodi-
cally.

and the tracking speed has been addressed in [14], where it
was shown that the performance of a single-carrier equalizer
improves with increasing bit rate up until a certain point
when the bit rate (i.e. updating rate) achieves its full potential.
Thereafter, the performance becomes limited by residual ISI.
It is precisely at this point that an FMT system could take
advantage over a single-carrier system. Namely, one would
want to design the system such that the per-subband symbol
rate B/M suffices for channel tracking, but then use M
adjacent subbands with M parallel equalizers instead of a
single band and a single (long) equalizer.

To assess this issue, simulations were conducted in which
the clairvoyant receivers were updated periodically throughout
a packet. The output MSE for such a strategy is plotted in
Fig. 8 vs. the relative transmitter/receiver velocity. OFDM,
QPSK and FMT packets were transmitted at the three con-
sidered target data rates. No noise was present in the system.
Clairvoyant receivers are updated every 50 ms for the single-
carrier and the FMT systems. For the OFDM systems, the
symbol interval can exceed this value, in which case updating
occurs at the symbol rate. This is in agreement with basic
demodulation methods for OFDM, which do not perform intra-
symbol channel tracking. Updating every 50 ms is sufficiently
fast to track channel variations with good accuracy in our
simulation scenario, and consequently only small degradations
occur in QPSK and FMT as the amount of differential Doppler
increases. In OFDM, however, stronger variations occur within
one symbol, especially for the larger symbol intervals required
at higher data rates, thus causing the MSE to rise. This
suggests that FMT may be a better alternative to OFDM under
strong channel variations due to finer tracking at the receiver.



B. Experimental Results

The experimental data for this section were collected in
Trondheim fjord, Norway, during the Underwater Acoustic
Barriers (UAB) sea trial in September 2007. The transmit
geometry was as depicted in Fig. 5, with the transmitter
suspended from a fixed platform 10 m from shore, at a depth of
about 5 m. The receiver was a vertical array with 16 uniformly-
spaced hydrophones from 6 m to 66 m depth, suspended from
a drifting Acoustic Oceanographic Buoy (AOB) developed at
the University of Algarve.

QPSK, OFDM and FMT modulations were transmitted with
bandwidths of 1.5 kHz and 4.5 kHz, and carrier frequency
5.5 kHz. Table I summarizes the parameters for QPSK (Qn),
FMT (Fn) and OFDM (On). Each packet is flanked by a pair
of start/stop LFM markers used for packet synchronization
and coarse Doppler compensation. The transmitter repeatedly
cycles through the sequence of packets Q1, F1, F2, F3, O1, O2,
03, Q2, F4, F5, F6, 04, 05, O6. Null subcarriers were inserted
in OFDM packets for fine-scale Doppler estimation using the
virtual subcarrier (VSC) method [2], and one or two were
also included in FMT packets to assess the feasibility of that
method. However, due to the high spectral containment and
relatively large subcarrier bandwidths it proved to be virtually
impossible to detect the small spillover of energy from Doppler
shifts into null carriers.

Channel measurements over the full data set at a depth of
22 m (hydrophone #5) show two strong and closely spaced
arrivals, followed by multiple weaker replicas up to delays
of about 20-30 ms. Near the end of the data set one of
the late arrivals, at 20 ms, becomes quite strong. Fig. 9a
shows the results for channel identification based on a QPSK
(Q1) packet (similar to the RLS-based identification method
described at the end of Sec. III) in that segment of the data
set. Fig. 9b shows a snapshot of the estimated channel for the
FMT (F1) packet that immediately follows it, where a similar
multipath structure is visible. RLS estimation of subcarrier
pulse shapes used A = 0.99, and regularization through [y
norm penalization had to be included in the fusion step of
Sec. III-A to overcome ill-conditioning of the linear system
(11). This explains why most of the coefficients in Fig. 9b
have been automatically set to zero.

Fig. 10 shows performance metrics and sample constella-
tions for demodulation of an F1 packet (#16). Fig. 10b omits
the MSE for m = 6, which is a null subcarrier. The equaliza-
tion algorithm uses hydrophones #2, 6, 10, 14, oversampling
L = 2 per FMT filterbank output, 6L feedforward filter
coefficients per hydrophone/subcarrier (N_ = —3, N, = 2),
and 12L coefficients for pulse shape estimation in the feedback
filter (N_ = —3, Ny = 8). The RLS algorithms for the
feedforward and feedback filters use A = 0.995 and A = 0.99,
respectively. Tracking of each phase 6,,,, uses a second-order
PLL driven by the phase error (4) with proportional and
integral constants Kp = 107!, K; = 1.7 x 1075,

Finally, Fig. 11 shows the global MSE for demodulation
of four full cycles of consecutive packets Q1-06, taken from
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Fig. 9: Channel identification at depth 22 m: (a) QPSK packet
#43, (b) FMT packet #44.
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Fig. 10: Demodulation of FMT packet #16: (a) Average
MSE in time, (b) Average MSE in frequency, (c)—(d) Output
constellations for subcarriers 5 and 7.



TABLE I: QPSK (Qn), FMT (Fn) and OFDM (On) parameters in the UAB’07 experiment.

| Packet type [ QT [ Q [ FI [ F2 [ F3 ] F4 | F5 | F6 [ Ol | 02 | O3 [ 04 | 05 | 06 |
Bandwidth [KHz] 5 45 5 15 [ 15 | 45 45 45 5 5 5 [ 45 [ 45 [ 45
Subcarriers M I I 8 16 | 32 8 16 32 64 | 128 | 256 | 128 | 256 | 512
Carrier spacing [Hz] — 1875 | 938 | 469 | 562.5 | 281.2 | 140.6 || 234 | 117 | 58 | 35.1 | 17.6 | 83
Symbol interval T' [ms] I [ 03 8 16 | 32 27 53 107 |[ 727 | 1153 [ 200.7 | 584 | 86.9 | 1438
Guard interval [ms] — 30
Roll-off 0.5 —
Null carriers My — I [ T [ 2 1T [ 1T 2 3 5 10 5 10 20
Guard carriers Mg — 10 20 40 20 40 78
Number of symbols N | 3 x 105 [ 9x10% [| 400 [ 200 [ 100 [ 1200 [ 600 [ 300 40 30 15 60 [ 40 20
Constellation QPSK
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Fig. 11: Demodulation performance over four full packet
cycles (Q1-06).

four different regions of the data set. OFDM demodulation
is performed according to [2], using 1/4 of active carriers
for channel estimation and 4 hydrophones for multichan-
nel combining. QPSK demodulation uses plain multichannel
equalization with 4 hydrophones, L = 2 oversampling, RLS
and PLL parameters as described previously. The lowest MSEs
are obtained in Q1 packets using an equalizer with 50 feedback
coefficients. To cover the same temporal span Q2 would
require a feedback section with some 150 coefficients, but this
proved to be unfeasible due to numerical instability. Reduc-
ing the feedback filter length (to 70 coefficients) preserves
stability, but leads to high MSEs. By contrast, FMT in F1-3
packets performs worse than Q1, but outperforms Q2 in F4-6
because there are no stability vs. accuracy issues in the shorter
subcarrier equalizers. Moreover, the figure suggests that it is
best to select a low value of M in FMT, say, M = 8, as a
tradeoff for operating on both bandwidths of 1.5 and 4.5 kHz.
Regarding OFDM, overall its MSE is about 1 dB higher than
FMT. Somewhat surprisingly, best performance is obtained for
higher values of M, which could be due to better channel
estimation (more pilots) under reasonably stable propagation
conditions.

V. CONCLUSION

Filtered multitone modulation (FMT) was analyzed in the
context of underwater acoustic communications. Its perfor-
mance was assessed through simulated and experimental data
analyses, and contrasted to that of single-carrier modulation
on the one hand and OFDM on the other. FMT can in fact
be regarded as a bridge between these two extreme types of
modulation. As such, it stands to gain both the ability to track

the time-variation of the channel (which is the main feature
of single-carrier wideband modulation) and the simplicity of
equalizing only the narrow sub-channels (the advantage of
OFDM).

This work focused on a particular channel-estimation-based
decision-feedback equalization architecture for FMT, where
one can account for the natural sparseness of the channel
in a simple way to improve the equalizer performance by
selectively truncating some of the estimated channel taps. This
equalizer inherits the same benefits of the originally proposed
sparsing technique for single-carrier modulation, but has an
additional advantage in that it requires a parallel bank of
shorter filters, rather than a single long filter. This fact enables
a more efficient implementation of the fast-tracking algorithms
such as RLS.

Our experimental and numerical results seem to corroborate
the notion that by splitting the equalization effort into a
bank of short equalizers FMT reduces the numerical issues
that hinder the convergence and limit the ISI suppression
capability of single-carrier equalizers on underwater channels
with long impulse responses. In the data set at hand, this is
best accomplished with a small number of subbands, such
as 8 or 16, that reduce the ISI to a manageable number
of symbol intervals. Further splitting of the bandwidth may
be counterproductive by excessively reducing the ability to
resolve multipath components in the time domain.

Simulation results suggest that FMT may outperform
OFDM in the presence of channel variations mainly due
to finer tracking, but the experimental results are not quite
conclusive in this respect, as the channel is apparently stable
enough. Overall, FMT does achieve a smaller MSE than
OFDM in the UAB’07 experiment, but the difference is only
about 1 dB, and the fact that OFDM performance systemati-
cally improves as the number of subcarriers increases suggests
that the channel is sufficiently stable even over periods in
excess of 100 ms. Clarifying this behavior is a topic for future
work.

Further work is also needed on sparsing algorithms for
the channel-estimation-based DFE. This is most naturally
integrated into the fusion step by explicitly computing, and
then transforming, a set of channel taps. Low-complexity
regularization methods are needed to deal with the numerical
ill-conditioning of this problem under certain conditions.
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