	Introduction


Welcome to the third annual MASLab/6.186 autonomous robotics competition! Ten teams of MIT students have had less than a month to build and program sophisticated robots which must explore an unknown playing field, retrieve red targets, and deposit these targets in scoring areas. Today, each team will get a chance to show what they have accomplished.

MASLab provides a significantly more difficult robotics problem than many other robotics contests.  Although students know the general size, shape, and color of the floors, walls, and targets, the students do not know the exact layout of the playing field.  In addition, MASLab robots are completely autonomous; they operate, calculate, and plan without human intervention.  
The MASLab staff strives to make sure teams have the knowledge and equipment to tackle this challenge.  We present lectures on relevant topics including motors, sensors, software development, and computer vision.  We stock the lab with a variety of building materials, sensors, and tools.  After a month of hard work, each team has built an exciting and innovative robot capable of attacking a research-quality robotics problem.

MASLab has no pre-requisites and aims to be accessible to all MIT students regardless of experience.  This year's teams include students at all stages in their MIT careers (from freshmen to graduate students), and from many departments (Physics, Mechanical Engineering, Electrical Engineering and Computer Science, Management, Aeronautics and Astronautics, and Ocean Engineering).  
Today's event is not so much a contest as it is an exhibition. We have encouraged teams to work together and to share ideas with each other.  While there will doubtless be a team that scores the most points, MASLab’s emphasis is on creative robots, clever ideas, and solid engineering.

	Contest


In the MASLab contest, each robot will have four minutes in the playing field during which it can score in several ways.  The simplest way to score is for the robot to drive near a red target and announce its arrival.  Each robot can "announce" arrival in a way of their choosing: playing music, wiggling, spinning in a circle, raising a flag, etc.  This announcement is rewarded with 1 point (maximum 1 point per target).
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More points are scored if the robot can move the red target to either a yellow scoring area or back to "home."  Yellow scoring areas are marked on the wall by a patch of yellow.  Any target within 8" of the yellow panel scores 3 points. "Home" is the area where the robot started and is unmarked.  If a target is delivered back home, the robot scores 5 points.

The robot scores a bonus point if they end the four minute round at home.  The robot is penalized a point if it does not automatically stop after four minutes.

The teams do not know the size or shape of the playing field. They know only the basic characteristics of the playing field: white walls (with a blue stripe at the top) either 6" or 12" high, green floors, red targets, and yellow scoring areas.  This forces students to make their robots respond dynamically to their sensor data and makes the contest both more rewarding and exciting.
	Action
	Point(s)

	Approaches target (and signals)
	1

	Moves target to yellow scoring area
	3

	Moves target to home
	5

	Returns to home before the end of the round
	1

	Continues to move after four minutes
	-1


	Kit


Each team received an identical kit of parts at the beginning of January. This kit served as a starting point for their robots – teams were not limited to their kits' contents and could purchase items on their own in order to pursue creative strategies.
HARDWARE

The basic kit included enough parts to build a simple robot: a computer, a robotics controller, a digital camera, motors, wheels, and basic hardware to attach everything together.

The electrical components used in MASLab are quite different from other contests. At the heart of each team's robot is the "Geode," a 300 MHz x86-compatible processor with 256 MB of RAM, a 6GB hard disk, wireless networking, and a full complement of standard PC peripherals.  This PC runs an unmodified installation of RedHat Linux.
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The Geode itself cannot control motors nor interface with sensors, so the MASLab staff designed and manufactured a custom robotics controller board.  We call the controller the "ORC", for "Our Robotics Controller". This board serves as a slave to the Geode, executing simple commands under the direction of a program running on the Geode. The Geode and ORC communicate over an RS-232 serial link.  
The ORC has an LCD display, support for four bi-directional 12V motors, three servos, analog and digital sensor inputs, optical encoders, and ultrasound range finders. Most of these features are implemented in microcontrollers from Cypress Microsystems. An Altera CPLD is also available for students to implement their own hardware,
While the usual assortment of robotics sensors are available (ultrasound range finders, infrared range finders, momentary buttons), MASLab additionally includes a digital camera. This color camera has a resolution of 640x480 and serves as most robots' primary sensor, scanning the playing field looking for targets and scoring areas.

Image processing is a computationally intensive task, which is one of the main reasons why a 300 MHz PC is part of the basic MASLab kit. A fast PC with plenty of memory also allows students to use more complex algorithms in their robot’s AI, such as optimal path finding algorithms and fine-grained occupancy grids.

Each team received a pair of DC motors with integrated gearheads. Two different speeds were available with gear ratios varying by 3x. The high-torque/low-speed motors are easier to work with since they drive over imperfections in the playing field unimpeded. However, some teams preferred the faster motors since the robots have a limited amount of time to explore a fairly large playing field.

MASLab robots draw a significant amount of power. The kit includes a 12 volt, 5 amp-hour lead-acid battery which provides a runtime of a couple hours.

SOFTWARE

Students wrote multi-threaded C/C++ programs to control their robots using several low-level libraries provided by the staff. The ORC firmware and application programming interface (API) hides hardware details from users so they can execute simple commands such as servoSeek() rather than manually produce pulse-width-modulated control signals.

Image processing is challenging enough without having to start from scratch, so students used Intel’s optimized image processing algorithms (also known as the "Integrated Performance Primitives").  Advanced teams could also use Intel's "Open Computer Vision" library.  MASLab staff members provided several functions to ease the use of this library, but every team developed its own image processing algorithms and strategies from scratch.

To help in the debugging process, the MASLab staff developed the "botclient".  This graphical application allows teams to easily visualize the data collected by their robot. For example, the botclient could display raw and processed images from the camera or plot sensor values as a function of time. A team’s robot transmits this data using wireless networking to another PC where it is displayed. 
	Strategy


Teams are encouraged to develop creative mechanical, electrical, and high-level strategies. MASLab robots involve considerable mechanical design: each piece of the robot must be carefully positioned for the robot to remain within the maximum dimensions and a mechanical gripping mechanism is required to transport the targets into the scoring areas. Some teams built compact and maneuverable robots capable of gripping only one target at a time, while other teams built larger robots capable of holding several targets at once. The robots in this year's contest have many different gripping techniques: bulldozer style robots simply push the targets to the scoring areas, gate style robots trap the targets in a gated enclosure, magnetic style robots use magnets to pick up the targets and a mechanical mechanism to remove them, and bucket style robots pick up the targets with a arm and deposit them in a bucket.

Each team had to make various design tradeoffs when working on the electrical aspects of their robot. Some teams chose to use ultrasound or infrared range finders to precisely determine the target position, while other teams relied solely on their robot's digital camera. Several teams used contact switches to detect a target in their gripper, or to detect a collision with a wall. Other electrical components, such as amplified speakers to announce arrival at a target, were also added.
Finally, each team developed their own high-level strategy. Some teams use a simple, stateless strategy to repeatedly search for and grab a red target, then find a scoring area and drop it off. Teams which can carry multiple targets must decide how many targets to collect before unloading them at a scoring area. More advanced teams use the camera and sensor data to create an internal map of the playing field which allows the robot to make more intelligent decisions. Some teams have chosen to ignore the home scoring area in favor of the easier-to-find yellow scoring areas, while other teams have programmed their robot to carefully backtrack its movements and thus return the targets to the home scoring area. While four minutes sounds like a long time, a robot can easily squander it by spending too much time collecting and processing sensor data, or by picking an inefficient route from one point to another. Acquiring more data enables the robot to choose more efficient routes, so the time limit imposed a fundamental design tradeoff.

Each team’s robot is a unique creation with its own mix of mechanical, electrical, and high-level strategies. 
	Robots
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	                    Statacenter


	[image: image5.jpg]



Audrey Roy ( Meena Shah
	Statacenter, named in honor of the future Ray and Maria Stata Center, is a robot that looks at things in a different way.  Its camera starts out close to the ground but then suddenly springs up to get a better view of the playing field.  Its design is asymmetrical and has pieces that stand at erratic angles to make better use of the space.  Many of its major components are interchangeable and detachable, allowing for much of the carefree flexibility of its predecessor, the Building 20 robot.  Statacenter is anticipated to serve as a modern incubator for the latest ideas and technology in red can capture and retrieval.




	                    Sheldon
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“The Terminator Four”
Matt Drake ( Meng Mao
Sean Markan ( David Wang 
	The robot has 4 slots for holding cans.  It will go out into the level, capture 4 cans, and return to the nearest waypoint.  It will signal as it approaches each can with a flag waved by its camera.  The robot follows the wall using an IR sensor facing to the side. When it cannot see any cans, it will go along the perimeter (hopefully) of the level. This way, it will travel to locations where it will spot new cans, and return to a can-capturing mode. The robot uses a low-resolution, unfiltered image for maximum performance. It stops moving to capture images, looking for yellow waypoints and red targets. The robot places these important level features on a local map, so it knows how far and at what angle each feature lies.



	                    Moby Dick
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“U3” 

(Understaffed Undertrained Underclassmen)
Ricky Nguyen ( Adam Powell 
	Originally, a team of four fearless freshmen, we have been reduced to two.  Undaunted by the unfortunate turn of events, the dynamic duo persevered, devoting long hours to breathing life into their automaton. Working from their not-so-secret laboratory in the 4th west lounge of Next House, they created... Moby Dick.  Moby Dick, a simple and large creature, engulfs cans into the dark recesses of his bowels and regurgitates them at scoring areas. Hopefully, Moby Dick will be smart enough to migrate home. Moby first surveys the territory with his QuickCam eye. Scanning for tasty cans, he zooms in on the nearest meal.  Once he locates a can with a few clicks of his sonar, it won't be long before his gaping maw envelops the can. 


	                    Ol’ Bessy
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“The Engineers”
Kathleen Barron ( Shelley Duvall

Stephanie Fried ( Chris Leger 
	Ol' Bessy has one (and only one) thing on her mind.  Cows.  Although Ol' Bess is retired now and doesn't run many of her old paths, she still gets a thrill when she barrels into a cow.  Ol' Bess always scans the playing field before deciding her route for the day.  If her arthritis isn't acting up, she generates a 2d-map and plans her route accordingly.  However, on a bad day, she greedily heads for the nearest cow (waypoint) or depot (scoring area).  Bessy loves to count her roadkill (attached to the front by magnets), and leave remnants at any depots by scraping the carcasses off her cow-catcher.  Poor ol' Bess doesn't have a head much for getting back home, frequently getting lost.  Luckily, after a hard day's work there are several tugs willing to show her the way.


	                    Geodude
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“Recursive Vision” 

Byron Hsu ( Yoon-Jae Lee 
Robert Reyes ( Han Xu
	Our strategy is to use the web cam to filter out all areas that are not red, and then recursively identify each target in the image.   Once each target has been pinpointed, the robot searches for the target with the widest image (a wide target in the image implies that the target is close).  Then using orc commands, the robot will move towards this nearest target and capture it once it is within range of the short range infrared sensor.  The robot will capture the target with a pair of claws and look for the nearest scoring area.  If the robot does not find a scoring area, it will wall hug until one is found while continuously scanning for new targets and keeping these locations in memory. 


	                    Goodbye Kitty
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Dongho Kang ( Stephen Kang
Daniel Kim ( Hyunsuk Kim 
	First, our gripping mechanism. We have two arms forwardly extended. We plan to grab only one can at a time as the arm will close when the target is within range. Our goal is for our robot to go to the nearest yellow scoring area where it will open its arms to release the target, reverse, and go off to look for another target. How we go about looking for the target is simple. The robot looks around for a red target, and aligns itself so that it is heading to the centerline of the red. Then it moves forward for a certain amount of time, and it repeats the previous process to make sure it is still heading towards the target. Good luck to us!



	                    Red Can Afficionado
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“Mind and Cans”

Ron Choy
Sally Ling
	As a team of two, rather than putting in excessive features that we feel would be overkill and won't have time to program correctly, our strategy is to concentrate on the basics, and concentrate on making them work.  Our robot has a frontal storage area for cans with an overhead 'gate'.  It does wall following with randomness thrown in, along with frequent camera sweep to locate targets.  It tries to grab and store as many cans as possible and in the final minute will proceed to a yellow dropoff zone.  We believe this approach is the most robust and least prone to variations in the playing field geometry.  Although this approach won't give us maximum points, we believe the consistency will bring us good results. 


	                    GhettoBot
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“NeverBeforeWon”
Douglas Hwang ( Inhan Kang

David Leung ( Amerson Lin
	Our robot features a state-of-the-art gate with a plexiglass front and pegboard sides as well as a finely decorated flag boasting the maslab logo. Also, it looks extremely ghetto, sensors are put in place with tape and the gate is lifted with copper wire. The strategy is simple and clear: we will look for the red cans whilst trying not to get stuck in walls or islands. Once a red can is found, we signal with the flag and open the gate to engulf the entity of redness into an inescapable trap.  This goes on for 3 minutes, after which we will start looking for a yellow area to which to deposit the cans to win points. As we do not have a tracking mechanism, we will be unable to return to the homebase, nevertheless, we have confidence that what we accomplish will suffice.


	                    B.O.B.
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“26.2 Miles”
Lindsay Price ( Lanya da Silva

Eric Tung
	We decided to eschew traditional methods (such as IR or video) of sensors while building our robot. In fact, we wanted to avoid the whole "Mobile" thing altogether and just make a giant electromagnet hooked to an egg timer, but the organizers wouldn't let us (something about not liking the way the resulting acronym sounded).  Instead, we spent IAP training a super-intelligent hamster to pilot B.O.B.  Unfortunately, it escaped last night; what you see is what we could scrounge from the Media Lab's dumpster.  It hasn't exploded so far... Red is ground, right?


	                    The Paddy Wagon
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“Suffolk Country Jailbirds”
Colin Cross ( John Mcbean

Lean Soffer
	The Paddy Wagon picks up criminal cans and drives them to jail.  With a large bin on top made of stainless steel, a captured can has no hope of escaping.  The Paddy Wagon drives around looking for cans.  When it identifies one, it drives to the can using vision processing and ultrasound sensing.  The long arm of the law then reaches out and grabs the can using a magnet.  All captured cans get dumped in the bin and hauled off to prison.



	Joining MASLab


If you would like to shape future contests by helping develop hardware and/or software, or have an interest in sharpening your teaching skills, consider joining the MASLab staff. You will be able to have a very real impact on next year's course!  We are especially interested in welcoming former MASLab students and MIT community members with robotics experience.  Send an email to maslab@mit.edu to introduce yourself. Planning for next year will begin in February.
If you would like to participate in next year's class as a student, simply keep an eye out for our posters around October.  We will also post announcements on our website.  Between now and then, you might want to put together a team of 3-4 students to join with you!  MASLab is known to the Institute as 6.186, and you can earn 6 units of P/F credit and 6 EDPs by participating.  For more information about MASLab, including photos and video from previous years, schematics, source code, API information, team web logs, lecture notes, or for virtually any other information, visit the MASLab website at: 
http://maslab.lcs.mit.edu

	Staff


MASLab is an entirely student-run contest staffed by volunteer organizers who have devoted the majority of IAP to the MASLab experience. 

Core Team

Edwin Olson

Kenneth Barr

Christopher Batten

Edward Faulkner

Alana Lafferty

David Lafferty

Assistants

Heidi Pan

David Wentzlaf
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For information on sponsoring MASLab, please contact maslab@mit.edu.
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