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Abstract

Online abusive behavior affects millions and
the NLP community has attempted to mitigate
this problem by developing technologies to de-
tect abuse. However, current methods have
largely focused on a narrow definition of abuse
to detriment of victims who seek both vali-
dation and solutions. In this position paper,
we argue that the community needs to make
three substantive changes: (1) expanding our
scope of problems to tackle both more subtle
and more serious forms of abuse, (2) develop-
ing proactive technologies that counter or in-
hibit abuse before it harms, and (3) reframing
our effort within a framework of justice to pro-
mote healthy communities.

1 Introduction

Online platforms have the potential to enable sub-
stantial, prolonged, and productive engagement
for many people. Yet, the lived reality on social
media platforms falls far short of this potential
(Papacharissi, 2004). In particular, the promise of
social media has been hindered by antisocial, abu-
sive behaviors such as harassment, hate speech,
trolling, and the like. Recent surveys indicate that
abuse happens much more frequently than many
people suspect (40% of Internet users report be-
ing the subject of online abuse at some point),
and members of underrepresented groups are tar-
geted even more often (Herring et al., 2002; Drake,
2014; Anti-Defamation League, 2019).

The NLP community has responded by de-
veloping technologies to identify certain types
of abuse and facilitating automatic or computer-
assisted content moderation. Current technol-
ogy has primarily focused on overt forms of abu-
sive language and hate speech, without consid-
ering both (i) the success and failure of tech-
nology beyond getting the classification correct,
and (ii) the myriad forms that abuse can take.
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Figure 1: Abusive behavior online falls along a spec-
trum, and current approaches focus only on a narrow
range (shown in red text), ignoring nearby problems.
Impact comes from both the frequency (on left) and
real-world consequences (on right) of behaviors. This
figure illustrates the spectrum of online abuse in an
hypothetical manner, with its non-exhaustive examples
inspired from prior surveys of online experiences (Dug-
gan, 2017; Salminen et al., 2018).

As Figure 1 shows, a large spectrum of abu-
sive behavior exists—some with life-threatening
consequences—much of which is currently unad-
dressed by language technologies. Explicitly hate-
ful speech is just one tool of hate, and related tac-
tics such as rape threats, gaslighting, First Amend-
ment panic, and veiled insults are effectively em-
ployed both off- and online to silence, scare, and
exclude participants from what should be inclu-
sive, productive discussions (Filipovic, 2007).

In this position paper, we argue that to pro-
mote healthy online communities, three changes
are needed. First, the NLP community needs to
rethink and expand what constitutes abuse. Sec-
ond, current methods are almost entirely reactive
to abuse, entailing that harm occurs. Instead, the
community needs to develop proactive technolo-
gies that assist authors, moderators, and platform
owners in preventing abuse before it occurs. Fi-
nally, we argue that both of these threads point to
a need for a broad re-aligning of our community
goals towards justice, rather than simply the elim-
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What is hate speech?

5[Davidson et al. 2017]

“language that is used to expresses hatred towards a 
targeted group or is intended to be derogatory, to 
humiliate, or to insult the members of the group”  



Hate speech is harmful to victims
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Cyber-bullied users’ messages show significant increases 
in anger & negative sentiment.  
[Arslan et al. 2019]  

Exposure to hate speech is associated with detachment 
from family and offline victimization.  
[Oksanen et al. 2014]



Contact with hate speech leads to increased prejudice
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Effects of encountering hate speech

123

Figure 33 Correlation between exposure to hate speech and prejudice against particular minorities (among adults and youth). The longer the bars the stronger the correlations (from -1 to 1) between hate speech and prejudice against 
particular minority. Bars above 0.05 and below -0.05 are statistically significant (p < 0.05).
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Hate speech is bad for content providers

8



Who’s responsible?
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 Electronic copy available at: https://ssrn.com/abstract=3186205 

[Draft: 11-02-2018] 

2011 

ESSAYS 

FREE SPEECH IS A TRIANGLE 

Jack	M.	Balkin* 

The	 vision	 of	 free	 expression	 that	 characterized	much	 of	 the	
twentieth	century	is	inadequate	to	protect	free	expression	today.		

The	 twentieth	 century	 featured	a	dyadic	or	dualist	model	of	
speech	 regulation	 with	 two	 basic	 kinds	 of	 players:	 territorial	
governments	 on	 the	 one	 hand,	 and	 speakers	 on	 the	 other.	 The	
twenty‐ϔirst‐century	model	 is	pluralist,	with	multiple	players.	 It	 is	
easiest	to	think	of	it	as	a	triangle.	On	one	corner	are	nation‐states	
and	the	European	Union.	On	the	second	corner	are	privately	owned	
internet‐infrastructure	 companies,	 including	 social	 media	
companies,	 search	 engines,	 broadband	 providers,	 and	 electronic	
payment	 systems.	On	 the	 third	corner	are	many	different	kinds	of	
speakers,	 legacy	 media,	 civil‐society	 organizations,	 hackers,	 and	
trolls.		

The	practical	ability	to	speak	in	the	digital	world	emerges	from	
the	 struggle	 for	 power	 between	 these	 various	 forces,	 with	 “old‐
school,”	“new‐school,”	and	private	regulation	directed	at	speakers,	
and	 both	 nation‐states	 and	 civil‐society	 organizations	 pressuring	
infrastructure	owners	to	regulate	speech.		

This	conϔiguration	creates	three	problems.	First,	nation‐states	
try	 to	 pressure	 digital	 companies	 through	 new‐school	 speech	
regulation,	 creating	problems	of	 collateral	 censorship	and	digital	
prior	 restraint.	 Second,	 social	 media	 companies	 create	 complex	
systems	of	private	governance	and	private	bureaucracy	that	govern	
end	 users	 arbitrarily	 and	without	 due	 process	 and	 transparency.	
Third,	 end	 users	 are	 vulnerable	 to	 digital	 surveillance	 and	
manipulation.	

This	Essay	describes	how	nation‐states	should	and	should	not	
regulate	 the	 digital	 infrastructure	 consistent	 with	 the	 values	 of	
freedom	 of	 speech	 and	 press.	 Different	models	 of	 regulation	 are	
appropriate	 for	different	parts	of	 the	digital	 infrastructure:	Basic	
internet	services	should	be	open	to	all,	while	social	media	companies	
should	be	treated	as	information	ϔiduciaries	toward	their	end	users.	
Governments	 can	 implement	 all	 of	 these	 reforms—properly	

                                                                                                                                                 
 *.  Knight Professor of Constitutional Law and the First Amendment, Yale Law School. 
Many thanks to Jameel Jaffer, Daphne Keller, Maggie McKinley, David Pozen, and Tim Wu for 
their comments on a previous draft. 



Content moderation with human labor
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Facebook/Instagram employ over 30,000 content  
moderators. 
[Wired, July 2019: “Twitter and Instagram Unveil New Ways to Combat Hate—Again”]

(Statistics for most other companies are not public, but 
almost everyone relies on manual content review.)
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Facebook/Instagram employ over 30,000 content  
moderators. 
[Wired, July 2019: “Twitter and Instagram Unveil New Ways to Combat Hate—Again”]

(Statistics for most other companies are not public, but 
almost everyone relies on manual content review.)

Several moderators [reported that] they experienced symptoms of secondary 
traumatic stress — a disorder that can result from observing firsthand trauma 
experienced by others. […] symptoms can be identical to post-traumatic stress 
disorder […] People experiencing secondary traumatic stress report feelings of 
anxiety, sleep loss, loneliness, and dissociation, among other ailments. 
[The Verge, Feb 2019. The Trauma Floor]

https://www.acf.hhs.gov/trauma-toolkit/secondary-traumatic-stress
https://www.acf.hhs.gov/trauma-toolkit/secondary-traumatic-stress


Automated hate speech moderation

12



Datasets for hate speech detection
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• Yahoo News Dataset of User Comments [Nobata et al., WWW 2016]  

• Twitter Data Set [Waseem and Hovy, NAACL 2016]  

• German Twitter Data Set [Ross et al. NLP4CMC 2016] 

• Greek News Data Set [Pavlopoulos et al., EMNLP 2017] 

• Wikimedia Toxicity Data Set [Wulczyn et al., WWW 2017]  

• SemEval 2019 abusive language detection track data 

• Conversations Gone Awry [Zhang et al., ACL 2018]



Data collection is hard!

14

Can’t scrape from public data: news outlets and online 
communities remove this content. (Training data for moderation 
systems is a competitive advantage!) 

Can’t rely on community flagging of content: part of abusive 
behavior is to go to non-abusive content and flag it as abusive.   

Even if publicly available, hard to use due to privacy concerns.



Data collection is hard!

15[Warner & Hirschberg 2012]

Using the website data, we captured paragraphs
that matched a general regular expression of words
relating to Judaism and Israel 3. This resulted in
about 9,000 paragraphs. Of those, we rejected those
that did not contain a complete sentence, contained
more than two unicode characters in a row, were
only one word long or longer than 64 words.

Next we identified seven categories to which
labelers would assign each paragraph. Annota-
tors could label a paragraph as anti-semitic, anti-
black, anti-asian, anti-woman, anti-muslim, anti-
immigrant or other-hate. These categories were de-
signed for annotation along the anti-semitic/not anti-
semitic axis, with the identification of other stereo-
types capturing mutual information between anti-
semitism and other hate speech. We were interested
in the correlation of anti-semitism with other stereo-
types. The categories we chose reflect the content
we encountered in the paragraphs that matched the
regular expression.

We created a simple interface to allow labelers
to assign one or more of the seven labels to each
paragraph. We instructed the labelers to lump to-
gether South Asia, Southeast Asia, China and the
rest of Asia into the category of anti-asian. The
anti-immigrant category was used to label xenopho-
bic speech in Europe and the United States. Other-
hate was most often used for anti-gay and anti-white
speech, whose frequency did not warrant categories
of their own.

5.1 Interlabeler Agreement and Labeling

Quality

We examined interlabeler agreement only for the
anti-semitic vs. other distinction. We had a set of
1000 paragraphs labeled by three different annota-
tors. The Fleiss kappa interlabeler agreement for
anti-semitic paragraphs vs. other was 0.63. We cre-
ated two corpora from this same set of 1000 para-
graphs. First, the majority corpus was generated
from the three labeled sets by selecting the label
with on which the majority agreed. Upon examin-
ing this corpus with the annotators, we found some
cases in which annotators had agreed upon labels
that seemed inconsistent with their other annotations

3jewish|jew|zionist|holocaust|denier|rabbi|
israel|semitic|semite

– often they had missed instances of hate speech
which they subsequently felt were clear cases. One
of the authors checked and corrected these apparent
“errors” in annotator labeling to create a gold cor-
pus. Results for both the original majority class an-
notations and the “gold” annotations are presented
in Section 7.

As a way of gauging the performance of human
annotators, we compared two of the annotators’ la-
bels to the gold corpus by treating their labeled para-
graphs as input to a two fold cross validation of
the classifier constructed from the gold corpus. We
computed a precision of 59% and recall of 68% for
the two annotators. This sets an upper bound on the
performance we should expect from a classifier.

6 Classification Approach

We used the template-based strategy presented in
(Yarowsky, 1994) to generate features from the cor-
pus. Each template was centered around a single
word as shown in Table 1. Literal words in an or-
dered two word window on either side of a given
word were used exactly as described in (Yarowsky,
1994). In addition, a part-of-speech tagging of each
sentence provided the similar part-of-speech win-
dows as features. Brown clusters as described in
(Koo, Carreras and Collins, 2008) were also utilized
in the same window. We also used the occurrence of
words in a ten word window. Finally, we associated
each word with the other labels that might have been
applied to the paragraph, so that if a paragraph con-
taining the word “god” were labeled “other-hate”, a
feature would be generated associating “god” with
other-hate: “RES:other-hate W+0:god”.

We adapted the hate-speech problem to the prob-
lem of word sense disambiguation. We say that
words have a stereotype sense, in that they either
anti-semitic or not, and we can learn the sense of
all words in the corpus from the paragraph labels.
We used a process similar to the one Yarowsky de-
scribed when he constructed his decisions lists, but
we expand the feature set. What is termed log-
likelihood in (Yarowsky, 1994) we will call log-
odds, and it is calculated in the following way. All
templates were generated for every paragraph in the
corpus, and a count of positive and negative occur-
rences for each template was maintained. The ab-

22

People don’t agree on what constitutes hate speech:



Approach: train a linear model

16[Warner & Hirschberg 2012]



Linear model results

17[Warner & Hirschberg 2012]

Task: detection of anti-Semitic text 

Strongest positive-weight features: [Det] jewish [Noun], television 

Strongest negative-weight feature: black



Linear model results

18[Warner & Hirschberg 2012]

Task: detection of anti-Semitic text 

Strongest positive-weight features: [Det] jewish [Noun], television 

Strongest negative-weight feature: black



Disparate accuracy of hate speech classifiers
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Disparate accuracy of hate speech classifiers
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Test accuracy is not indicative of real-world performance!



Adversarial inputs

Inputs from under-
represented groups 
Weird inputs  
make simple  
models behave 
in weird ways!

You’re ugly and everyone hates you.

score: 10.7, label: possible harassment

You’re ugly, everyone hates you, and you have 
no friends.

score: 10.3, label: possible harassment

You’re ugly, everyone hates you, and you have no 
friends. 
you you friends the and Monday happy good !!??

score: -6.1, label: no harassment
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Summary

23

NLP can help build tools for reducing the human cost of 
online abuse. 

But it can also make things worse! Need to be  
extra-careful when building tools that will behave 
differently on different speaker populations.



Case study: persuasion & propaganda



Public comments on Idaho Medicaid Reform Waiver

25[Weiss 2019]



Public comments on Idaho Medicaid Reform Waiver

26[Weiss 2019]

All generated by a fine-tuned LM!



Propaganda
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A consistent, enduring effort to create or shape events to influence the 
relations of the public to an enterprise, idea or group. [Bernays, 1928]

Communications where the form and content is selected with the 
single-minded purpose of bringing some target audience to adopt 
attitudes and beliefs chosen in advance by the sponsors of 
communications. [Carey, 1997]



Through the ages
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‘This is Nidintu-Bêl. He lied, 
saying “I am Nebuchadnezzar, 
the son of Nabonidus. I am king 
of Babylon."'

[ca. 500 BC]

https://en.wikipedia.org/wiki/Nabonidus
https://en.wikipedia.org/wiki/Babylon


Generating text by hand

29



Generating text by hand

30[https://github.com/fivethirtyeight/russian-troll-tweets]

https://github.com/fivethirtyeight/russian-troll-tweets


What’s new now?
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(1) Better tools to detect and categorize 
misleading language generated by human authors.



Classifying propaganda
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3.2 Manual Annotation

We aim at obtaining text fragments annotated with
any of the 18 techniques described in Section 2
(see Figure 1 for an example). Since the time re-
quired to understand and memorize all the pro-
paganda techniques is significant, this annotation
task is not well-suited for crowdsourcing. We part-
nered instead with a company that performs pro-
fessional annotations, A Data Pro.4 Appendix A
shows details about the instructions and the tools
provided to the annotators.

We computed the � inter-annotator agree-
ment (Mathet et al., 2015). We chose � because
(i) it is designed for tasks where both the span and
its label are to be found and (ii) it can deal with
overlaps in the annotations by the same annotator5

(e.g., instances of doubt often use name calling or
loaded language to reinforce their message). We
computed �s, where we only consider the iden-
tified spans, regardless of the technique, and �sl,
where we consider both the spans and their labels.

Let a be an annotator. In a preliminary exer-
cise, four annotators a[1,..,4] annotated six articles
independently, and the agreement was �s = 0.34
and �sl = 0.31. Even taking into account that
� is a pessimistic measure (Mathet et al., 2015),
these values are low. Thus, we designed an an-
notation schema composed of two stages and in-
volving two annotator teams, each of which cov-
ered about 220 documents. In stage 1, both a1 and
a2 annotated the same documents independently.
In stage 2, they gathered with a consolidator c1 to
discuss all instances and to come up with a final
annotation. Annotators a3 and a4 and consolida-
tor c2 followed the same procedure. Annotating
the full corpus took 395 man hours.

Table 4 shows the � agreements on the full cor-
pus. As in the preliminary annotation, the agree-
ments for both teams are relatively low: 0.30 and
0.34 for span selection, and slightly lower when la-
beling is considered as well. After the annotators
discussed with the consolidator on the disagreed
cases, the � values got much higher: up to 0.74
and 0.76 for each team. We further analyzed the
annotations to determine the main cause for the
disagreement by computing the percentage of in-
stances spotted by one annotator only in the first
stage that are retained as gold annotations.

4http://www.aiidatapro.com
5See (Meyer et al., 2014; Mathet et al., 2015) for other

alternatives, which lack some properties; (ii) in particular.

Annotations spans (�s) +labels (�sl)

a1 a2 0.30 0.24
a3 a4 0.34 0.28

a1 c1 0.58 0.54
a2 c1 0.74 0.72
a3 c2 0.76 0.74
a4 c2 0.42 0.39

Table 4: � inter-annotator agreement between an-
notators spotting spans alone (spans) and spotting
spans+labeling (+labels). The top-2 rows refer to the
first stage: agreement between annotators. The bottom
4 rows refer to the consolidation stage: agreement be-
tween each annotator and the final gold annotation.

Figure 1: Example given to the annotators.

Overall the percentage is 53% (5, 921 out of
11, 122), and for each annotator is a1 = 70%,
a2 = 48%, a3 = 57%, a4 = 31%. Observ-
ing such percentages together with the relatively
low differences in Table 4 between �s and �sl for
the same pairs (ai, aj) and (ai, cj), we can con-
clude that disagreements are in general not due to
the two annotators assigning different labels to the
same or mostly overlapping spans, but rather be-
cause one has missed an instance in the first stage.

3.3 Statistics about the Dataset

The total number of technique instances found
in the articles, after the consolidation phase, is
7, 485, with respect to a total number of 21, 230
sentences (35.2%). Table 5 reports some statistics
about the annotations. The average propagandis-
tic fragment has a length of 47 characters and the
average length of a sentence is 112.5 characters.

On average, the propagandistic techniques are
half a sentence long. The most common ones are
loaded language and name calling, labeling with
2, 547 and 1, 294 occurrences, respectively. They
appear 6.7 and 4.7 times per article, while no other
technique appears more than twice. Note that rep-
etition are inflated as we asked the annotators to
mark both the original and the repeated instances.
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tween each annotator and the final gold annotation.

Figure 1: Example given to the annotators.

Overall the percentage is 53% (5, 921 out of
11, 122), and for each annotator is a1 = 70%,
a2 = 48%, a3 = 57%, a4 = 31%. Observ-
ing such percentages together with the relatively
low differences in Table 4 between �s and �sl for
the same pairs (ai, aj) and (ai, cj), we can con-
clude that disagreements are in general not due to
the two annotators assigning different labels to the
same or mostly overlapping spans, but rather be-
cause one has missed an instance in the first stage.

3.3 Statistics about the Dataset

The total number of technique instances found
in the articles, after the consolidation phase, is
7, 485, with respect to a total number of 21, 230
sentences (35.2%). Table 5 reports some statistics
about the annotations. The average propagandis-
tic fragment has a length of 47 characters and the
average length of a sentence is 112.5 characters.

On average, the propagandistic techniques are
half a sentence long. The most common ones are
loaded language and name calling, labeling with
2, 547 and 1, 294 occurrences, respectively. They
appear 6.7 and 4.7 times per article, while no other
technique appears more than twice. Note that rep-
etition are inflated as we asked the annotators to
mark both the original and the repeated instances.

low inter-annotator  
agreement!

[da San Martino et al.]
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3.2 Manual Annotation
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stances spotted by one annotator only in the first
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notators spotting spans alone (spans) and spotting
spans+labeling (+labels). The top-2 rows refer to the
first stage: agreement between annotators. The bottom
4 rows refer to the consolidation stage: agreement be-
tween each annotator and the final gold annotation.

Figure 1: Example given to the annotators.

Overall the percentage is 53% (5, 921 out of
11, 122), and for each annotator is a1 = 70%,
a2 = 48%, a3 = 57%, a4 = 31%. Observ-
ing such percentages together with the relatively
low differences in Table 4 between �s and �sl for
the same pairs (ai, aj) and (ai, cj), we can con-
clude that disagreements are in general not due to
the two annotators assigning different labels to the
same or mostly overlapping spans, but rather be-
cause one has missed an instance in the first stage.

3.3 Statistics about the Dataset

The total number of technique instances found
in the articles, after the consolidation phase, is
7, 485, with respect to a total number of 21, 230
sentences (35.2%). Table 5 reports some statistics
about the annotations. The average propagandis-
tic fragment has a length of 47 characters and the
average length of a sentence is 112.5 characters.

On average, the propagandistic techniques are
half a sentence long. The most common ones are
loaded language and name calling, labeling with
2, 547 and 1, 294 occurrences, respectively. They
appear 6.7 and 4.7 times per article, while no other
technique appears more than twice. Note that rep-
etition are inflated as we asked the annotators to
mark both the original and the repeated instances.

[da San Martino et al.]

Model Precision Recall F1

All-Propaganda 23.92 1.00 38.61
BERT 63.20 53.16 57.74
BERT-Granu 62.80 55.24 58.76
BERT-Joint 62.84 55.46 58.91
MGN Sigmoid 62.27 59.56 60.71
MGN ReLU 60.41 61.58 60.98

Table 7: Sentence-level (SLC) results. All-propaganda
is a baseline which always output the propaganda class.

Thus, since the performance range of the token-
level classification is low, we think it is more ef-
fective to get additional information after aggres-
sively removing negative samples by using ReLU
as a gate in the model.

7 Related Work

Propaganda identification has been tackled mostly
at the article level. Rashkin et al. (2017) created
a corpus of news articles labelled as belonging
to four categories: propaganda, trusted, hoax, or
satire. They included articles from eight sources,
two of which are propagandistic. Barrón-Cedeño
et al. (2019) experimented with a binarized version
of the corpus from (Rashkin et al., 2017): propa-
ganda vs. the other three categories. The corpus
labels were obtained with distant supervision, as-
suming that all articles from a given news outlet
share the label of that outlet, which inevitably in-
troduces noise (Horne et al., 2018).

A related field is that of computational argu-
mentation which, among others, deals with some
logical fallacies related to propaganda. Haber-
nal et al. (2018b) presented a corpus of Web fo-
rum discussions with cases of ad hominem fal-
lacy identified. Habernal et al. (2017, 2018a) in-
troduced Argotario, a game to educate people to
recognize and create fallacies. A byproduct of Ar-
gotario is a corpus with 1.3k arguments annotated
with five fallacies, including ad hominem, red her-
ring and irrelevant authority, which directly relate
to propaganda techniques (cf. Section 2). Differ-
ently from (Habernal et al., 2017, 2018a,b), our
corpus has 18 techniques annotated on the same
set of news articles. Moreover, our annotations
aim at identifying the minimal fragments related to
a technique instead of flagging entire arguments.

8 Conclusion and Future Work

We have argued for a new way to study propa-
ganda in news media: by focusing on identifying
the instances of use of specific propaganda tech-
niques. Going at this fine-grained level can yield
more reliable systems and it also makes it possible
to explain to the user why an article was judged as
propagandistic by an automatic system.

In particular, we designed an annotation schema
of 18 propaganda techniques, and we annotated
a sizable dataset of documents with instances of
these techniques in use. We further designed an
evaluation measure specifically tailored for this
task. We made the schema and the dataset publicly
available, thus facilitating further research. We
hope that the corpus would raise interest outside
of the community of researchers studying propa-
ganda: the techniques related to fallacies and the
ones relying on emotions might provide a novel
setting for the researchers interested in Argumen-
tation and Sentiment Analysis.

We experimented with a number of BERT-based
models and devised a novel architecture which
outperforms standard BERT-based baselines. Our
fine-grained task can complement document-level
judgments, both to come out with an aggregated
decision and to explain why a document —or an
entire news outlet— has been flagged as poten-
tially propagandistic by an automatic system.

We are collaborating with A Data Pro to expand
the corpus. In the mid-term, we plan to build an
online platform where professors in relevant fields
(e.g., journalism, mass communication) can train
their students to recognize and annotate propa-
ganda techniques. The hope is to be able to ac-
cumulate annotations as a by-product of using the
platform for training purposes.
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(1) Better tools to detect and categorize 
misleading language generated by human authors.

(2) Better tools to synthesize misleading 
language without human authors! 

(a problem of scale)



Public comments on Idaho Medicaid Reform Waiver

35[Weiss 2019]
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Recognizing fake text: Fine-tune a language model!

cheap and tasty

FAKE

[Zellers et al. 2019]



[Zellers et al. 2019]

Some findings: 

- Works best if you use representations from the same  
model that generated the fake language!  

- If you don’t have that, semi-supervised training on 
(fake sentences from your own LM, fake sentences  
from the LM you’re trying to fight) is pretty effective.

Recognizing fake text: Fine-tune a language model!
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Figure 3: Language Modeling results on the
body field of April 2019 articles. We evaluate
in the Unconditional setting (without provided
metadata) as well as in the Conditional setting
(with all metadata). Grover sees over a 0.6 point
drop in perplexity when given metadata.

Figure 4: Human evaluation. For each article,
three annotators evaluated style, content, and
the overall trustworthiness; 100 articles of each
category were used. The results show that propa-
ganda generated by Grover is rated more plausi-
ble than the original human-written propaganda.

3.2 Carefully restricting the variance of generations with Nucleus Sampling

Sampling from Grover is straightforward as it behaves like a left-to-right language model during
decoding. However, the choice of decoding algorithm is important. While likelihood-maximization
strategies such as beam search work well for closed-ended generation tasks where the output contains
the same information as the context (like machine translation), these approaches have been shown
to produce degenerate text during open-ended generation (Hashimoto et al., 2019; Holtzman et al.,
2019). However, as we will show in Section 6, restricting the variance of generations is also crucial.

In this paper, we primarily use Nucleus Sampling (top-p): for a given threshold p, at each timestep
we sample from the most probable words whose cumulative probability comprises the top-p% of the
entire vocabulary (Holtzman et al., 2019).6

4 Humans are Easily Fooled by Grover-written Propaganda

We evaluate the quality of disinformation generated by our largest model, Grover-Mega, using p“.96.
We consider four classes of articles: human-written articles from reputable news websites (Human
News), Grover-written articles conditioned on the same metadata (Machine News), human-written arti-
cles from known propaganda websites (Human Propaganda), and Grover-written articles conditioned
on the propaganda metadata (Machine Propaganda).7 The domains used are in Appendix B; examples
are in Appendix F. We asked a pool of qualified workers on Amazon Mechanical Turk to rate each
article on three dimensions: stylistic consistency, content sensibility, and overall trustworthiness.8

Results (Figure 4) show a striking trend: though the quality of Grover-written news is not as high
as human-written news, it is adept at rewriting propaganda. The overall trustworthiness score of
propaganda increases from 2.19 to 2.42 (out of 3) when rewritten by Grover.9

6In early experiments, we found Nucleus Sampling produced better and less-detectable generations than
alternatives like top-k sampling, wherein the most probable k tokens are used at each timestep (Fan et al., 2018).

7We use the technique described in Figure 2 to rewrite the propaganda: given the metadata, generate the
article first, and then rewrite the headline.

8With these guidelines, we tried to separate style versus content. Overall trustworthiness asks ‘Does the
article read like it comes from a trustworthy source?’ which emphasizes style, while content sensibility asks
whether the content is believable on a semantic level.

9This di↵erence is statistically significant at p “ 0.01. One possible hypothesis for this e↵ect is that
Grover ignores the provided context. To test this hypothesis, we did a human evaluation of the consistency
of the article body with the headline, date, and author. We found that human-written propaganda articles are
consistent with the headline with an average score of 2.85 of 3 on the same 1-3 scale, while machine-written
propaganda is consistent with 2.64 of 3.

5

[Zellers et al. 2019]
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Table 1: Results of discriminators versus gener-
ators, in both the paired and unpaired settings
and across architecture sizes. We also vary the
generation hyperparameters for each generator-
discriminator pair, reporting the discrimination
test accuracy for the hyperparameters with the
lowest validation accuracy. Compared with other
models such as BERT, Grover is the best at de-
tecting its own generations as neural fake news.

Unpaired Accuracy Paired Accuracy
Generator size Generator size

1.5B 355M 124M 1.5B 355M 124M

Chance 50.0 50.0

D
is

cr
im

in
at

or
si

ze

1.5B Grover-Mega 92.0 98.5 99.8 97.4 100.0 100.0

355M
Grover-Large 80.8 91.2 98.4 89.0 96.9 100.0
BERT-Large 73.1 75.9 97.5 84.1 91.5 99.9
GPT2 70.1 78.0 90.3 78.8 87.0 96.8

124M
Grover-Base 70.1 80.0 89.2 77.5 88.2 95.7
BERT-Base 67.2 76.6 84.1 80.0 89.5 96.2
GPT2 66.2 71.9 83.5 72.5 79.6 89.6

11M FastText 63.8 65.6 69.7 65.9 69.0 74.4

Figure 5: Exploring weak supervision for dis-
criminating Grover-Mega generations. With
no weak supervision, the discriminator sees x

machine-written articles (from Grover Mega).
For `Grover-Base and `Grover-Mega, the dis-
criminator sees 5000´x machine-written articles
given by the weaker generator in question. See-
ing weaker generations improves performance
when few in-domain samples are given.

discriminating between real and generated news articles suggests that neural fake news discrimination
requires having a similar inductive bias as the generator.13

5.3 Weak supervision: what happens if we don’t have access to Grover-Mega?

These results suggest that Grover is an e↵ective discriminator when we have a medium number of
fake news examples from the exact adversary that we will encounter at test time. What happens if we
relax this assumption? Here, we consider the problem of detecting an adversary who is generating
news with Grover-Mega and an unknown top-p threshold.14 In this setup, during training, we have
access to a weaker model (Grover-Base or Grover-Large). We consider the e↵ect of having only x

examples from Grover-Mega, and sampling the missing 5000´x articles from one of the weaker
models, where the top-p threshold is uniformly chosen for each article in the range of r0.9, 1.0s.
We show the results of this experiment in Figure 5. The results suggest that observing additional
generations greatly helps discrimination performance when few examples of Grover-Mega are
available: weak supervision with between 16 and 256 examples from Grover-Large yields around
78% accuracy, while accuracy remains around 50% without weak supervision. As the portion of
examples that come from Grover-Mega increases, however, accuracy converges to 92%.15

6 How does a model distinguish between human and machine text?

In this section, we explore why Grover performs best at detecting fake news generated by other
Grover models. We find that there is a double-bind between exposure bias and variance-reduction
algorithms that alleviate these biases while at the same time creating other artifacts.

Exposure Bias. Models maximizing Equation 1 are trained only conditioned on human-written
text, never on its own generations, creating a problem known as exposure bias (Ranzato et al., 2016).

We investigate the importance of exposure bias towards creating artifacts. In Figure 6 we plot the
perplexities given by Grover-Mega over each position for body text at top-p thresholds of 0.96
and 1, as well as over human text. Generating the first token after <startbody> results in high

13This matches findings on the HellaSwag dataset (Zellers et al., 2019b). Given human text and machine text
written by a finetuned GPT model, a GPT discriminator outperforms BERT-Base at picking out human text.

14The top-p threshold used was p“0.96, but we are not supposed to know this!
15In additional experiments we show that accuracy increases even more – up to 98% – when the number of

examples is increased (Zellers et al., 2019c). We also find that Grover when trained to discriminate between real
and fake Grover-generated news can detect GPT2-Mega generated news as fake with 96% accuracy.

7

[Zellers et al. 2019]
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NLP tools can help identify misleading / propagandistic 
information online, whether generated by humans or 
automated systems. 

(These are also tools for censorship!) 

In general, better generation ⟺ better detection; unclear 
which problem will be easier in the long term.
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paw

cat

algorithm

d1 d2 d3 d4 d5 d6 d7

1 0

0 0 1 1 1 1

0 0
1 0 00

1
0 1

0 0
0

documents  
about animals

documents  
about computers

0

Latent Semantic Analysis
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word2vec

7

Skip-gram Formulation
• Skip-gram predicts neighbor words from center word

• Each output is predicted independently

• Context window lengths                                                             
can be sampled

fox jumped overbrownquick
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John  has  a  book.  Mary  has  an  apple.  He  gave  her  his

language modeling
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masked language modeling

[CLS]    cheap    [MASK]    delicious    [SEP]    my     talented    chihuahua

FALSE and

transformer
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Adj L1 L2 L3 L4Conj Adv Adjtagging
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sequence labeling

Fed raises interest rates

Noun Verb Noun Noun
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syntactic parsing

NPNP

VP

S

V

the cat eat the democracy
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general structures

Pat   doesn’t   like   Sal   .

transformer

¬			likes			(			Pat			,			Sal



Generating language

language modeling

cheap and very

p(tasty ∣ cheap and very)



Generating language

question answering

It is the county seat of Duval County, with which the city government

what county is Jacksonville in?

p(start = i) ∝ v⊤
𝗊 v𝖽

v𝗊

v𝖽

: question rep.

: document rep.



Generating language

machine translation

Aquam porta ad casa

Carry
water to
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Speech processing: 6.345 

Psycholinguistics: 9.190 

Structured prediction & graphical models: 6.438 

Syntax & semantics: 24.90{2,3}



Thanks to the staff

57

Tianxing He Hongyin Luo Faraaz Nadeem

Yu-An Chung Zihao Xu Haozhe Shan



Thanks to you!
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Have fun with the rest of the project / HW4. 

See you next week!


