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We show that if performance measures in stochastic and dynamic scheduling problems satisfy generalized conservation laws, then the feasible region of achievable performance is a polyhedron called an extended polyomatroid, that generalizes the classical polyomatroids introduced by Edmonds. Optimization of a linear objective over an extended polyomatroid is solved by an adaptive greedy algorithm, which leads to an optimal solution having an indexability property (indexable systems). Under a certain condition the indices possess a stronger decomposition property (decomposable systems). The following problems can be analyzed using our theory: multiarmed bandit problems, branching bandits, scheduling of multiclass queues (with or without feedback), scheduling of a batch of jobs. Consequences of our results include: (1) a characterization of indexable systems as systems that satisfy generalized conservation laws, (2) a sufficient condition for indexable systems to be decomposable, (3) a new linear programming proof of the decomposability property of Gittins indices in multiarmed bandit problems, (4) an approach to sensitivity analysis of indexable systems, (5) a characterization of the indices of indexable systems as sums of dual variables, and an economic interpretation of the branching bandit indices in terms of retirement options, (6) an analysis of the indexability of discounted branching bandits, (7) a new algorithm to compute the indices of indexable systems (in particular Gittins indices), as fast as the fastest known algorithm, (8) a unification of Klimov's algorithm for multiclass queues and Gittins' algorithm for multiarmed bandits as special cases of the same algorithm, (9) a closed formula for the maximum reward of the multiarmed bandit problem, with a new proof of its submodularity and (10) an understanding of the invariance of the indices with respect to some parameters of the problem. Our approach provides a polyhedral treatment of several classical problems in stochastic and dynamic scheduling and is able to address variations such as: discounted versus undiscounted cost criterion, rewards versus taxes, discrete versus continuous time, and linear versus nonlinear objective functions.

1. Introduction. In the mathematical programming tradition researchers and practitioners solve optimization problems by defining decision variables and formulating constraints, thus describing the feasible space of decisions, and then applying algorithms for the solution of the underlying optimization problem. For the most part, the tradition for stochastic and dynamic scheduling problems has been, however, quite different, as it relies primarily on dynamic programming formulations. Using ingenious but often ad hoc methods, which exploit the structure of the particular problem, researchers and practitioners can sometimes derive insightful structural results that lead to efficient algorithms. In their comprehensive survey of deterministic scheduling problems Lawler, Lenstra, Rinnooy Kan and Shmoys (1989) end their paper with the following remarks: "The results in stochastic scheduling are scattered and they have been obtained through a considerable and sometimes disheartening
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effort. In the words of Coffman, Hofri and Weiss (1989), there is great need for new mathematical techniques useful for simplifying the derivation of results.”

Perhaps one of the most important successes in the area of stochastic scheduling in the last twenty years has been the solution of the multiarmed bandit problem, which can be described as follows:

The multiarmed bandit problem. There are $K$ parallel projects, indexed $k = 1, \ldots, K$. Project $k$ can be in one of a finite number of states $j_k \in \mathcal{N}_k$. At each instant of discrete time $t = 0, 1, \ldots$ one must work on a single project. If project $k$, which is in state $j_k(t)$ at time $t$, is engaged, then an immediate reward of $R_k(t)$ is earned. Rewards are additive and are discounted in time by a discount factor $0 < \beta < 1$. The state $j_k(t)$ changes to $j_k(t + 1)$ according to a homogeneous Markov transition rule, with transition matrix $P^k = (p_{ij}^k)_{i,j \in \mathcal{N}_k}$, while the states of the projects that have not been engaged remain unchanged. The problem is to find a scheduling policy that determines which project to engage at each time in order to maximize the total expected discounted reward earned over an infinite horizon.

The problem has numerous applications and a rather vast literature (see Gittins (1989) and the references therein). It was first solved by Gittins and Jones (1974), who established that to each project state one could attach an index, such that the optimal action at each time is to work on a project with largest current index. They also proved that these optimal indices satisfy a stronger decomposition property: The indices corresponding to the states of a given project only depend on characteristics of that project (states, rewards and transition probabilities), and not on those of other projects.

Since the original solution, which relied on an interchange argument, other proofs were proposed: Whittle (1980) provided a proof based on dynamic programming, which was subsequently simplified by Tsitsiklis (1986). Varaiya, Walrand and Buyukkoc (1985), and Weiss (1988) derived different proofs based on interchange arguments. Weber (1992) presented an intuitive proof. More recently, Tsitsiklis (1994) has provided a proof based on a simple inductive argument, and Ishikida and Varaiya (1994) have derived the result without making an explicit use of the interchange argument.

The multiarmed bandit problem is a special case of a dynamic and stochastic job scheduling problem. In this setting, a set of jobs, which are classified in a finite set $\mathcal{N}$ of classes, must be scheduled for service in the system. The goal is to optimize a function of a performance measure by means of an admissible scheduling policy.

**Definition 1 (Indexable Problems).** We say that a dynamic and stochastic scheduling problem is indexable if a policy of the following kind is optimal: to each job type $i$ we attach an index $\gamma_i$; at each decision epoch, work on a job with largest current index.

In general the optimal indices $\gamma_i$ (as functions of the model parameters) could depend on characteristics of the entire set $\mathcal{N}$ of job classes. Consider a partition of set $\mathcal{N}$ into subsets $\mathcal{N}_k$, for $k = 1, \ldots, K$. Job classes in $\mathcal{N}_k$ may be interpreted as corresponding to an underlying project class $k$. In some cases, the optimal indices of job classes in $\mathcal{N}_k$ depend only on characteristics of job classes in $\mathcal{N}_k$, and not on the entire set $\mathcal{N}$. Such a property is useful computationally, since it enables the problem to be decomposed into smaller subproblems, for which the computation of the indices can be done separately. As we have mentioned, the multiarmed bandit problem exhibits this decomposition property, which motivates the following definition:

**Definition 2 (Decomposable Problems).** An indexable problem is called decomposable if the indices of jobs corresponding to a project depend only on characteristics of that project.
A POLYHEDRAL APPROACH TO INDEXABLE SYSTEMS

TABLE 1
Indexable Problems and their Performance Regions

<table>
<thead>
<tr>
<th>System</th>
<th>Criterion</th>
<th>Indexability</th>
<th>Performance region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DC^[d]</td>
<td>Rothkopf (1966a): D</td>
<td>This paper: P</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gitlin &amp; Jones (1974)</td>
<td>This paper P</td>
</tr>
<tr>
<td>Batch of jobs</td>
<td>LC</td>
<td>Horn (1972): D</td>
<td>This paper: EP^[e]</td>
</tr>
<tr>
<td>with out-tree prec. constraints</td>
<td>DC</td>
<td>Meilijson &amp; Weiss (1977)</td>
<td>This paper: EP</td>
</tr>
<tr>
<td>Multiclass M/G/1</td>
<td>LC</td>
<td>Glazebrook (1976)</td>
<td>This paper: EP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Gelenbe &amp; Mitran (1980): P</td>
</tr>
<tr>
<td>Multiclass J M/G/c</td>
<td>LC</td>
<td>Harrison (1975a, 1975b)</td>
<td>This paper: EP</td>
</tr>
<tr>
<td></td>
<td>DC</td>
<td>Federgruen &amp; Groenevelt (1988b)</td>
<td>Federgruen &amp; Groenevelt (1988b)</td>
</tr>
<tr>
<td>Multiclass G/M/c</td>
<td>LC</td>
<td>Federgruen &amp; Groenevelt (1988a)</td>
<td>Federgruen &amp; Groenevelt (1988a)</td>
</tr>
<tr>
<td>Multiclass M/G/1 with feedback</td>
<td>DC</td>
<td>Tcha &amp; Pliska (1977)</td>
<td>This paper: EP</td>
</tr>
<tr>
<td>Multarmed bandits</td>
<td>DC</td>
<td>Gitlin &amp; Jones (1974)</td>
<td>This paper: EP</td>
</tr>
<tr>
<td>Branching bandits</td>
<td>LC</td>
<td>Meilijson &amp; Weiss (1977)</td>
<td>This paper: EP</td>
</tr>
<tr>
<td></td>
<td>DC</td>
<td>Weiss (1988)</td>
<td>This paper: EP</td>
</tr>
</tbody>
</table>

^[a] Linear cost
^[b] Deterministic processing times
^[c] Polymatroid
^[d] Discounted linear reward-cost
^[e] Extended polymatroid
^[f] Same service time distribution for all classes
^[g] Same service time distribution and routing probabilities for all classes (can be node dependent)

In addition to the multiarmed bandit problem, a variety of dynamic and stochastic scheduling problems have been solved in the last decades by indexing rules (see Table 1 for examples).

Faced with these results, one asks what is the underlying reason that these nontrivial problems have very efficient solutions, both in theory and in practice. In particular, what is the class of stochastic and dynamic scheduling problems that are indexable? Under what conditions are indexable systems decomposable? But most importantly, is there a general way to address stochastic and dynamic scheduling problems that will lead to a deeper understanding of their structural properties? This is the set of questions that motivates the present work.

In the last decade the following approach has been proposed to address special cases of these questions: In broad terms, researchers try to describe the feasible space of a stochastic and dynamic scheduling problem as a polyhedron; then, the stochastic and dynamic scheduling problem is translated into an optimization problem over the corresponding polyhedron, which can then be attacked by traditional mathematical programming methods. Coffman and Mitran (1980) and Gelenbe and Mitran (1980) first showed using conservation laws that the performance region of a multiclass queue under the average cost criterion can be described as a polyhedron. Federgruen and Groenevelt (1988a), (1988b) advanced the theory further by observing that in certain special cases of multiclass queues, the polyhedron has a very special structure (it is a polymatroid) that gives rise to very simple optimal policies (the cμ rule). Their results partially extend to some rather restricted multiclass queueing networks, in which it is assumed that all job classes have the same routing probabilities, and the same service requirements at each station of the network (see Ross and Yao (1989)).
Shanthikumar and Yao (1992) generalized the theory further by observing that if a system satisfies strong conservation laws, then the underlying performance region is necessarily a polymatroid. They also proved that, when the cost is linear on the performance, the optimal policy is a static priority rule (see Cobham (1954), and Cox and Smith (1961)). Tsoucas (1991) derived the region of achievable performance in the problem of scheduling a multiclass nonpreemptive $M/G/1$ queue with Bernoulli feedback, introduced by Klimov (1974). Finally, Bertsimas, Paschalidis and Tsitsiklis (1994a) generalize the ideas of conservation laws to general multiclass queueing networks using potential function ideas. They find linear and nonlinear inequalities that the feasible region satisfies. Optimization over this set of constraints gives bounds on achievable performance.

Our goal in this paper is to propose a theory of conservation laws, and to establish that the strong structural properties in the optimization of a class of stochastic and dynamic scheduling problems, that include the multiarmed bandit problem and its extensions, follow from corresponding strong structural properties of the underlying polyhedra that characterize their regions of achievable performance.

By generalizing the work of Shanthikumar and Yao (1992) we show that if performance measures in stochastic and dynamic scheduling problems satisfy generalized conservation laws, then the feasible space of achievable performance is a polyhedron called an extended polymatroid. Optimization of a linear objective over an extended polymatroid is solved by an adaptive greedy algorithm, which leads to an optimal solution having an indexability property. Special cases of our theory are summarized in Table 1. Consequences of our results include:

1. A characterization of indexable systems as systems that satisfy generalized conservation laws.
2. Sufficient conditions for indexable systems to be decomposable.
3. A new, algebraic proof (based on the strong duality theory of linear programming as opposed to dynamic programming formulations) of the decomposability property of Gittins indices in multiarmed bandit problems.
4. An approach to sensitivity analysis of indexable systems, based on the well understood sensitivity analysis of linear programming.
5. A new characterization of the indices of indexable systems as sums of dual variables corresponding to a linear program over their region of achievable performance.
7. A new algorithm to compute the indices of indexable systems (in particular Gittins indices), which is as fast as the fastest known algorithm (Varaiya, Walrand and Buyukkoc (1985)).
8. The realization that Klimov's algorithm for multiclass queues and Gittins's algorithm for multiarmed bandits are special cases of the same algorithm.
9. Closed formulae for the performance of the optimal policy. This also leads to an understanding of the invariance of the indices with respect to some parameters of the stochastic scheduling problem.
10. A closed formula for the maximum reward of the multiarmed bandit problem, with a new proof of its submodularity.
11. An approach to formulate and solve several classical problems in stochastic scheduling, and their variations, such as: discounted versus undiscounted cost criterion, rewards versus taxes, discrete versus continuous time, linear versus nonlinear performance objectives.

The paper is structured as follows: Section 2 introduces the main ideas of the polyhedral approach to stochastic scheduling through a simple example: a two-armed
bandit problem. Section 3 develops the theory of polyhedra (extended polymatroid) that arise as the performance region of indexable scheduling problems. Section 4 presents a general polyhedral framework for formulating and solving indexable scheduling problems as linear programs with special structure. Section 5 applies that framework to the model of branching bandits, while Section 6 specializes this result to several classical problems in stochastic scheduling, including the multiarmed bandit problem. The final section contains some thoughts on the field of optimization of stochastic systems.

2. Optimal dynamic scheduling of a two-armed bandit. This section introduces the main ideas of the mathematical programming approach to stochastic scheduling, as outlined in §1, through an example: a simple two-armed bandit problem.

Let us first describe the example problem. Although it may be regarded as a two-armed bandit problem (see e.g. Gittins (1989)), we shall introduce and analyze it as a scheduling problem in a multiclass queue, for consistency with the general framework to be presented later. In the terminology of queueing theory, the problem may be stated as the optimal dynamic scheduling of the closed queue in discrete time with three job classes and two jobs shown in Figure 1. Initially one of the jobs is in class 1 and the other in class 2. Jobs may change class after completing service, according to Markovian transition probabilities. A class-2 job may thus either remain in the same class, with probability \( p_{22} \), or transfer to class 3, with probability \( p_{23} = 1 - p_{22} \). A class-3 job behaves analogously, as shown in Figure 1. The class 1 job, however, always remains in the same class. There is a discounted reward structure associated with service completions: Each time a class-\( j \) job completes its service, a reward \( r_j \) is earned, discounted in time by a discount factor \( 0 < \beta < 1 \). The problem is to find a scheduling policy that decides which job to serve at each time, in order to maximize the expected present value of the rewards earned over an infinite horizon.

Two natural requirements are imposed on the class of scheduling policies that may be used. First, a policy must be nonanticipative, i.e., decisions may not be based on future information on the evolution of the system. Second, a policy has to be nonidling, i.e., the server never stops working while there are jobs in the system. We shall refer to the class \% of policies that satisfy these two conditions as the class of admissible policies. By defining the indicator

\[
I_j(t) = \begin{cases} 
1, & \text{if a class-} j \text{ job is serviced at time } t; \\
0, & \text{otherwise,}
\end{cases}
\]

![Figure 1. A two-armed bandit.](image)
we can write this optimal dynamic scheduling problem as

\[(SP) \quad Z = \max \left\{ E_u \left[ \sum_{t=0}^{\infty} \sum_{j=1}^{3} r_j I_j(t) \beta^t \right] : u \in \mathcal{U} \right\} \]

2.1. Performance measures. The first step of the approach involves expressing the objective to be optimized as a function of suitably defined performance measures. For the above problem, a natural performance measure is the total expected discounted number of service completions for each job class,

\[\lambda^u_j = E_u \left[ \sum_{t=0}^{\infty} I_j(t) \beta^t \right], \quad \text{for } j = 1, 2, 3.\]

As scheduling policies range over the class of admissible policies, the corresponding performance vectors span the region of achievable performance

\[\Lambda = \{(\lambda^u_1, \lambda^u_2, \lambda^u_3) : u \in \mathcal{U}\}\].

The problem of finding an optimal performance vector can now be written as the mathematical program

\[(MP) \quad Z = \max_{u} r_1 \lambda_1 + r_2 \lambda_2 + r_3 \lambda_3 \]

subject to

\[(\lambda_1, \lambda_2, \lambda_3) \in \Lambda.\]

2.2. Conservation laws. We shall construct a complete polyhedral description of performance region \(\Lambda\), by identifying conservation laws satisfied by the system and expressing them as linear constraints on performance vectors. First, since at each time exactly one job completes its service, it follows that the total expected discounted number of completed jobs is the same under any admissible scheduling policy. This conservation law may be written as

\[(1) \quad \lambda^u_1 + \lambda^u_2 + \lambda^u_3 = \frac{1}{1 - \beta}, \quad \text{for } u \in \mathcal{U}.\]

We shall outline next how to construct a family of conservation laws associated with subsets of job classes. Consider, for example, the subset (2) corresponding to class-2 jobs. Let \(u_2\) be a scheduling policy that gives priority to class-2 jobs over jobs in other classes (i.e., the job in service must be a class-2 job whenever there is one present). Under such a policy, the conservation law

\[(2) \quad \lambda^{u_2}_2 = \frac{1}{1 - \beta p_{22}} + \beta p_{32} \frac{1}{1 - \beta p_{22}} \lambda^{u_2}_3\]

holds. Equation (2) expresses the intuitive fact that the total expected discounted number of class-2 jobs completed, \(\lambda^{u_2}_2\), can be decomposed into two terms: A first constant term, \(1/(1 - \beta p_{22})\), that accounts for the class-2 jobs completed until the job that was initially in class 2 transfers for the first time to class 3; and a second term, that accounts for the class-2 jobs completed afterwards, using the following accounting argument: After a class 3 job completes its service at time \(t\), the expected
discounted number of successive class-2 job completions is

\[ \beta^{t+1} p_{32} / (1 - \beta p_{22}) . \]

It should be intuitively clear that, under other admissible policies, the right-hand side of Eq. (2) overestimates the expected discounted number of successive class-2 job completions, i.e.,

\[ \lambda_2^u \leq \frac{1}{1 - \beta p_{22}} + \beta p_{32} \frac{1}{1 - \beta p_{22}} \lambda_3^u, \quad \text{for } u \in \mathcal{U}. \]

Using conservation law (1), we may rewrite the previous inequality as

\[ \lambda_2^u + \left(1 + \beta \frac{p_{32}}{1 - \beta p_{22}}\right) \lambda_3^u \geq \frac{1}{1 - \beta} - \frac{1}{1 - \beta p_{22}}, \quad \text{for } u \in \mathcal{U}, \]

with equality holding under any policy \( u \) that gives priority to class-2 jobs.

By applying a similar argument to policies that give priority to other subsets of job classes, we may derive corresponding conservation laws and linear constraints on performance vectors.

2.3. Linear programming formulation. As will be shown later, the linear constraints obtained through the procedure outlined above represent a complete polyhedral description of performance region \( \Lambda \). Proceeding in this way, we obtain the following explicit linear programming formulation of problem (MP):

\[
Z = \max \quad r_1 \lambda_1 + \quad r_2 \lambda_2 + \quad r_3 \lambda_3 \\
\text{subject to} \quad \lambda_2 + \quad \lambda_3 \geq \quad 0 \\
\lambda_1 + \left(1 + \beta \frac{p_{32}}{1 - \beta p_{22}}\right) \lambda_3 \geq \quad \frac{1}{1 - \beta} - \frac{1}{1 - \beta p_{22}} \\
\lambda_1 + \left(1 + \beta \frac{p_{23}}{1 - \beta p_{33}}\right) \lambda_2 \geq \quad 0 \\
\lambda_1 \quad \lambda_2 \quad \lambda_3 \geq \quad 0 \\
\lambda_1 + \lambda_2 + \lambda_3 = \quad \frac{1}{1 - \beta},
\]

where each inequality constraint holds with equality under a scheduling policy that gives priority to the corresponding subset of job classes.

It will be shown in §5 that the feasible region of linear program (MP), which is called an extended contra-polymatroid, has particular structure, that will be examined in the next section.

2.4. Optimal solution. We will show in the next section that the extreme points of the polyhedron that is the feasible space of linear program (MP) are the performance vectors achieved under static-priority scheduling policies (i.e., the service priority of a class remains constant through time). Since the optimal value of a linear program is attained by some extreme point in its feasible region, it follows that static-priority policies are optimal for this scheduling problem. In the next section we will also see
how to identify the optimal extreme point, and its associated optimal static-priority policy, by running a one-pass algorithm.

Figure 2 depicts an extended polymatroid in dimension three, representing the performance region of a 3-class bandit problem. Notice that it has \(3! = 6\) extreme points, corresponding to all static-priority policies.

3. **Extended polymatroids.** Extended polymatroids are polyhedra whose role in the field of stochastic scheduling is analogous to that played by classical polymatroids (see Edmonds (1970)) in combinatorial optimization. Polymatroids arise as the convex hull of feasible solutions in combinatorial optimization problems solved by a greedy algorithm, such as that of finding the minimum spanning tree in a graph. Similarly, extended polymatroids appear as the convex hull of performance vectors achievable under admissible scheduling policies (i.e., as the performance region) in stochastic scheduling problems solved by priority-index policies, including multiarmed bandit problems. Problems such as finding a minimum spanning tree or scheduling optimally a multiarmed bandit can thus be formulated as linear programs over polymatroids or extended polymatroids, respectively. These linear programs possess strong structural and algorithmic properties, which explain the optimality of greedy-like solution schemes for the problems they represent. They further provide insight on how to solve variations on the original problems, such as incorporating a nonlinear objective function, or imposing side constraints.

In the remainder of this section we establish the notation to be used, and present the formal definition of extended polymatroid. Section 3.1 develops the theory of linear programs over such polyhedra.
Let $\mathcal{N} = \{1, \ldots, n\}$ be a finite set. Let $x$ denote a real $n$-vector, with components $x_i$, for $i \in \mathcal{N}$. For $S \subseteq \mathcal{N}$, let $S^c = \mathcal{N} \setminus S$, and let $|S|$ denote the cardinality of $S$. Let $x_S$ be the subvector of $x$ corresponding to components in $S$, i.e., $x_S = (x_i)_{i \in S}$. Let $2^\mathcal{N}$ denote the class of all subsets of $\mathcal{N}$. Let $b : 2^\mathcal{N} \rightarrow \mathbb{R}_+$ be a nonnegative set function that satisfies $b(\emptyset) = 0$. Let $A = (A_i^S)_{i \in \mathcal{N}, S \subseteq \mathcal{N}}$ be a matrix that satisfies

$$A_i^S > 0, \text{ for } i \in S \text{ and } S \subseteq \mathcal{N}.$$

Given a permutation $\pi = (\pi_1, \ldots, \pi_n)$ of $\mathcal{N}$, and a vector $x = (x_1, \ldots, x_n)$, we write $x_\pi = (x_{\pi_1}, \ldots, x_{\pi_n})'$, and

$$b_\pi = \left( b(\{\pi_1, \ldots, \pi_n\}), \ldots, b(\{\pi_{n-1}, \pi_n\}), b(\{\pi_n\}) \right)'.$$

Let $A_\pi$ be the upper triangular submatrix of $A$ given by

$$A_\pi = \begin{pmatrix}
A_{\pi_1}^{\pi_1, \ldots, \pi_n} & A_{\pi_1}^{\pi_1, \ldots, \pi_n} & A_{\pi_1}^{\pi_1, \ldots, \pi_n} \\
0 & A_{\pi_2}^{\pi_2, \ldots, \pi_n} & A_{\pi_2}^{\pi_2, \ldots, \pi_n} \\
0 & 0 & A_{\pi_n}^{\pi_n, \ldots, \pi_n}
\end{pmatrix}.$$

Let $v(\pi)$ denote the unique solution of triangular system

$$A_{\pi_1}^{\pi_1, \ldots, \pi_n}x_{\pi_1} + \cdots + A_{\pi_{n-1}}^{\pi_{n-1}, \ldots, \pi_n}x_{\pi_{n-1}} + A_{\pi_n}^{\pi_1, \ldots, \pi_n}x_{\pi_n} = b(\{\pi_1, \ldots, \pi_n\})$$

$$A_{\pi_2}^{\pi_2, \ldots, \pi_n}x_{\pi_2} + \cdots + A_{\pi_{n-1}}^{\pi_{n-1}, \pi_n}x_{\pi_{n-1}} + A_{\pi_n}^{\pi_n, \ldots, \pi_n}x_{\pi_n} = b(\{\pi_{n-1}, \pi_n\})$$

(3)

$$A_{\pi_n}^{\pi_n, \ldots, \pi_n}x_{\pi_n} = b(\{\pi_n\}).$$

Consider now the following polyhedra associated with matrix $A$ and set function $b$:

$$\mathcal{P}(A, b) = \left\{ x \in \mathbb{R}_+^n : \sum_{i \in S} A_i x_i = b(S), \text{ for } S \subset \mathcal{N} \text{ and } \sum_{i \in \mathcal{N}} A_i x_i = b(\mathcal{N}) \right\},$$

and

$$\mathcal{P}(A, b) = \left\{ x \in \mathbb{R}_+^n : \sum_{i \in S} A_i x_i \leq b(S), \text{ for } S \subset \mathcal{N} \text{ and } \sum_{i \in \mathcal{N}} A_i x_i = b(\mathcal{N}) \right\}.$$
3.1. Linear programming over extended polymatroids. In this section we develop structural properties of linear programs over extended polymatroids. First, we present a new duality proof that such a linear program is solved by a one-pass adaptive greedy algorithm. It is then shown that its optimal solutions are characterized by certain allocation indices, defined as sums of optimal dual variables. Finally, we identify a condition under which these indices exhibit a decomposition property, which simplifies their computation. The significance of these results in the field of stochastic scheduling is that they explain corresponding properties of indexable scheduling problems, as the next section will demonstrate.

Let us thus consider the problem of maximizing a given linear reward objective \( \sum_{i \in \mathcal{S}} r_i x_i \) over extended contra-polymatroid \( \mathcal{P}_c(A, b) \),

\[
(LP_c) \quad Z = \max \sum_{i \in \mathcal{S}} r_i x_i
\]

subject to \( \sum_{i \in S} A_i^j x_i \geq b(S), \text{ for } S \subseteq \mathcal{S} \)
\[
\sum_{i \in \mathcal{S}} A_i^j x_i = b(\mathcal{S})
\]

\( x_i \geq 0, \text{ for } i \in \mathcal{S} \).

Input: \((r, A)\).

Output: \((\pi, \bar{y}, \gamma)\), where \(\pi = (\pi_1, \ldots, \pi_n)\) is a permutation of \(\mathcal{S}\), \(\bar{y} = (\bar{y}_S)_{S \subseteq \mathcal{S}}\) and \(\gamma = (\gamma_1, \ldots, \gamma_n)\).

Step 0. Set \( S_1 = \mathcal{S} \); set \( \bar{y}_{S_1} = \max \left\{ \frac{r_i}{A_i^1} : i \in S_1 \right\} \);

pick \( \pi_1 \in \arg\max \left\{ \frac{r_i}{A_i^1} : i \in S_1 \right\} \);

set \( \gamma_{\pi_1} = \bar{y}_{S_1} \).

Step k. For \( k = 2, \ldots, n \):

set \( S_k = S_{k-1} \setminus \{\pi_{k-1}\} \); set \( \bar{y}_{S_k} = \max \left\{ \frac{r_i - \sum_{j=1}^{k-1} A_i^j \bar{y}_{S_j}}{A_i^{S_k}} : i \in S_k \right\} \);

pick \( \pi_k \in \arg\max \left\{ \frac{r_i - \sum_{j=1}^{k-1} A_i^j \bar{y}_{S_j}}{A_i^{S_k}} : i \in S_k \right\} \);

set \( \gamma_{\pi_k} = \gamma_{\pi_{k-1}} + \bar{y}_{S_k} \).

Step n. For \( S \subseteq \mathcal{S} \): set

\( \bar{y}_S = 0 \), if \( S \not\in \{S_1, \ldots, S_n\} \).

\textbf{Figure 3.} Adaptive greedy algorithm \( \mathcal{A} \).
Since $\mathcal{P}(A, b)$ is a nonempty bounded polyhedron, linear program (LP$_c$) must have a finite optimal solution. Therefore, its dual program—by strong linear programming duality—will have the same optimum value $Z$. We shall have a dual variable $y^S$ for every $S \subseteq \mathcal{N}$. The dual program of (LP$_c$) is

\[(LD_c) \quad Z = \min \sum_{S \subseteq \mathcal{N}} b(S) y^S\]

subject to \(\sum_{S : S \ni \pi(i) \in \mathcal{N}} A^S_i y^S \geq r_i, \text{ for } i \in \mathcal{N}\)
\[y^S \leq 0, \text{ for } S \subseteq \mathcal{N}\]
\[y^\mathcal{N} \text{ unrestricted.}\]

3.2. Adaptive greedy algorithm. We present next a one-pass adaptive greedy algorithm for solving linear program (LP$_c$) and its dual (LD$_c$). The input data for the algorithm consists of reward vector $r = (r_i)_{i \in \mathcal{N}}$, and an oracle (see Grötschel, Lovász and Schrijver (1988)) that produces the value $A^S_i$ when called with input $(i, S)$. Its output includes a ranking permutation $\pi$ of ground set $\mathcal{N}$, an optimal dual solution $\bar{y}$, and optimal allocation indices $(\gamma_i)_{i \in \mathcal{N}}$ that, as will be seen, characterize optimal solutions to (LP$_c$).

As shown in Figure 3, the algorithm constructs in $n$ steps a vector $\bar{y} = (\bar{y}^S)_{S \subseteq \mathcal{N}}$, which will later be proved to be an optimal solution to program (LD$_c$). This dual solution has at most $n$ nonzero components, which correspond to a nested (laminar) family (see e.g. Schrijver (1986))

\[S_n \subset \cdots \subset S_2 \subset S_1 = \mathcal{N}.
\]

The algorithm identifies in an adaptive greedy manner a permutation $\pi = (\pi_1, \ldots, \pi_n)$ of $\mathcal{N}$ such that, defining $S_k = (\pi_k, \ldots, \pi_n)$ for $k = 1, \ldots, n$, the unique solution of the triangular system

\[
\begin{align*}
A^S_{\pi_1} y^{S_1} & = r_{\pi_1} \\
A^S_{\pi_2} y^{S_2} & \quad + A^S_{\pi_2} y^{S_1} & = r_{\pi_2} \\
A^S_{\pi_3} y^{S_3} & \quad + A^S_{\pi_3} y^{S_2} & \quad + A^S_{\pi_3} y^{S_1} & = r_{\pi_3} \\
& \quad \vdots & \quad \vdots & \quad \vdots \\
A^S_{\pi_n} y^{S_n} & \quad + A^S_{\pi_n} y^{S_{n-1}} & \quad + \cdots & \quad + A^S_{\pi_n} y^{S_1} & = r_{\pi_n} 
\end{align*}
\]
satisfies

\[\bar{y}^{S_k} \leq 0, \text{ for } k = 2, \ldots, n.\]

A corresponding primal solution is obtained by complementary slackness, as the solution $\nu(\pi)$ of system (3). We present next an optimality proof, based on linear programming duality.

**Proposition 1 (Optimality of Adaptive Greedy Algorithm).** Let $(\pi, \bar{y}, \gamma)$ be an output of algorithm $\mathcal{A}$. Then $\nu(\pi)$ and $\bar{y}$ are an optimal primal-dual pair for linear programs (LP$_c$) and (LD$_c$).

**Proof.** We shall show that $\nu(\pi)$ and $\bar{y}$ are primal and dual feasible solutions, respectively, and that they satisfy complementary slackness. We shall first show by
induction that \( \bar{y} \) is dual feasible. By definition of \( \bar{y}_i^S \) in \( \mathcal{G} \), it follows that

\[
r_i - A_i^S \bar{y}_i^S \leq 0, \quad \text{for } i \in S_1.
\]

Since \( S_2 \subset S_1 \), we must have \( \bar{y}_i^S \leq 0 \).

Similarly, for \( k = 2, \ldots, n \), we have, by definition of \( \bar{y}_i^S \),

\[
r_i - \sum_{j=1}^k A_i^j \bar{y}_i^j \leq 0, \quad \text{for } i \in S_k,
\]

and since \( S_{k+1} \subset S_k \), it follows that \( \bar{y}_i^S \leq 0 \). Therefore \( \bar{y}_i^S \leq 0 \), for \( j = 2, \ldots, n \), and by definition of \( \bar{y} \), it follows that \( \bar{y}_i^S \leq 0 \), for \( S \subset \mathcal{N} \).

We also have, by construction,

\[
\sum_{S_1 \subset S \supseteq \pi_k} A_{\pi_k}^S \bar{y}_i^S = \sum_{j=1}^k A_{\pi_j}^S \bar{y}_i^j = r_{\pi_i}, \quad \text{for } k = 1, \ldots, n.
\]

Therefore \( \bar{y} \) is a dual feasible solution.

Now, by definition of extended contra-polymatroid, \( \nu(\pi) \) is a primal feasible solution. Let \( \bar{x} = \nu(\pi) \). Let us show that \( \bar{x} \) and \( \bar{y} \) satisfy complementary slackness. Assume \( \bar{y}_i^S \neq 0 \) for some \( S \subset \mathcal{N} \). Then, by construction it must be the case that \( S = S_k = \{\pi_k, \ldots, \pi_n\} \), for some \( k \in \mathcal{N} \). Now, some \( \bar{x} \) is the solution of system (3), it follows that

\[
\sum_{i \in S} A_i^S \bar{x}_i = \sum_{j=k}^n A_{(\pi_j, \ldots, \pi_n)}^S \bar{x}_{\pi_j} = b(S).
\]

Therefore, by strong linear programming duality, \( \nu(\pi) \) and \( \bar{y} \) are an optimal primal-dual pair, which completes the proof. \( \square \)

**Remarks.**

1. The result that adaptive greedy algorithm \( \mathcal{G} \) solves program (LP) was first established by Tsoucas (1991), who provided a direct optimality proof—not involving duality theory. He showed that when the underlying extended polymatroid corresponds to the performance region in Klimov’s (1974) queueing model, algorithm \( \mathcal{G} \) yields the classical Klimov’s algorithm for computing the optimal priority scheduling policy.

2. The running time of algorithm \( \mathcal{G} \) is polynomial in the following sense: Given its input \((r, A)\) the algorithm performs \( O(n^3) \) multiplications and \( O(n^2) \) pairwise comparisons. The number of required calls to the oracle that produces the \( A_i^S \)'s is \( O(n^2) \). Therefore, \( \mathcal{G} \) is an oracle-polynomial-time algorithm (see Grötschel et al. (1988)). In most applications the oracle that returns the \( A_i^S \)'s runs in polynomial time in the size of the model data, in which case the algorithm is polynomial in the usual sense.

3. Recently, Bertsimas and Teo (1994) have developed a primal-dual approximation algorithm for linear and integer programming problems of the covering type. When specialized to the case of extended polymatroids, this algorithm coincides with adaptive greedy algorithm \( \mathcal{G} \).

The optimality of adaptive greedy algorithm allows us to characterize explicitly the vertices of an extended polymatroid.
THEOREM 1 (Characterization of extreme points). The set of extreme points of extended contra-polymatroid \( \mathcal{P}_r(A, b) \) is
\[
\{ v(\pi) : \pi \text{ is a permutation of } A \}.
\]

PROOF. First, it is easy to see that for any permutation \( \pi \) of \( A \), \( v(\pi) \) is an extreme point of \( \mathcal{P}(A, b) \). Second, we shall show that any extreme point of \( \mathcal{P}_r(A, b) \) is of the form \( v(\pi) \) for some permutation \( \pi \). This follows from the well known result that every extreme point of a polyhedron is the unique maximizer of some linear objective, and the fact that algorithm \( \mathcal{A} \mathcal{B} \) produces an optimal primal solution of such form.

\( \Box \)

REMARK. Edmonds (1970) proved the classical result that the greedy algorithm solves the linear programming problem over a polyhedron for every linear objective function if and only if the polyhedron is a polymatroid. Now, in the case that \( A_i^S = 1 \), for \( i \in S \) and \( S \subseteq A \), it is easy to see that adaptive greedy algorithm \( \mathcal{A} \mathcal{B} \) reduces indeed to the classical greedy algorithm that sorts the \( r_i \)'s in nonincreasing order. Since we know that algorithm \( \mathcal{A} \mathcal{B} \) solves problem \( (LP_c) \) optimally it follows that, in this special case, \( \mathcal{P}_r(A, b) \) is indeed a polymatroid, and therefore function \( b \) is submodular. Extended polymatroids are therefore natural generalizations of polymatroids, and adaptive greedy algorithm \( \mathcal{A} \mathcal{B} \) is a natural extension of the greedy algorithm.

3.3. Indexability. The optimality of adaptive greedy algorithm \( \mathcal{A} \mathcal{B} \) leads naturally to the definition of certain allocation indices, that characterize the optimal solutions of a linear programs over an extended polymatroid. We will show later that these allocation indices correspond to the well-known Gittins indices in stochastic scheduling problems.

DEFINITION 4 (Allocation indices). Let \( \bar{y} \) be the optimal dual solution produced by adaptive greedy algorithm \( \mathcal{A} \mathcal{B} \). Let
\[
\gamma_i = \sum_{S : A \geq S \ni i} \bar{y}^S, \quad \text{for } i \in A.
\]
We say that \( \gamma_1, \ldots, \gamma_n \) are the allocation indices of linear program \( (LP_c) \).

REMARKS. 1. If permutation \( \pi \) is produced by algorithm \( \mathcal{A} \mathcal{B} \), then
\begin{equation}
\gamma_{\pi_i} = \bar{y}^{(\pi_1, \ldots, \pi_i)} + \cdots + \bar{y}^{(\pi_1, \ldots, \pi_n)}, \quad \text{for } i \in A.
\end{equation}

2. Notice that the allocation indices of linear program \( (LP_c) \) depend only on \((r, A)\) (not on the right-hand side \( b \)).

3. Notice that in order for the allocation indices of linear program \( (LP_c) \) to be well defined, the optimal dual solution \( \bar{y} \) computed by algorithm \( \mathcal{A} \mathcal{B} \) must be uniquely determined by its input \((r, A)\).

Consistency of the definition of allocation indices. We address next the issue of whether the allocation indices \( \gamma_1, \ldots, \gamma_n \) of linear program \( (LP_c) \) are indeed uniquely determined by the input \((r, A)\) of algorithm \( \mathcal{A} \mathcal{B} \). This question arises because ties may occur in some of the maximizations performed by the algorithm. In the presence of ties, the permutation \( \pi \) produced by the algorithm is not uniquely determined by its input \((r, A)\): it clearly depends on the way ties are broken. We shall establish next
that the optimal dual solution produced by the algorithm remains indeed invariant under different tie-breaking rules, and therefore our definition of allocation indices of linear program (LP) is consistent. We shall also characterize the structure of the permutation produced by algorithm $\mathcal{A}^\mathcal{B}$.

In order to prove that the dual solution produced by algorithm $\mathcal{A}^\mathcal{B}$ is uniquely determined by its input, we introduce next algorithm $\mathcal{A}^\mathcal{B}'$, which is simply an unambiguous version of the former—its output is uniquely determined by its input. Algorithm $\mathcal{A}^\mathcal{B}'$, shown in Figure 4, produces a partition $P = \{P_1, \ldots, P_m\}$ of the ground set, in addition to a dual vector $\hat{y}$. Each subset in that partition groups together elements of the ground set that would attain the same maximum in the maximizations performed by algorithm $\mathcal{A}^\mathcal{B}$, thus eliminating the ambiguity due to different tie-breaking rules.

The next result, which is easily seen to hold by induction (see Niño-Mora (1995)), shows the relation between the outputs of both algorithms. It establishes that the dual solution returned by adaptive greedy $\mathcal{A}^\mathcal{B}$ is invariant under tie-breaking rules. It also characterizes the structure of the permutations that can be returned by algorithm $\mathcal{A}^\mathcal{B}$.

**PROPOSITION 2.** Let $(\pi, \tilde{y}, \gamma)$ and $(P, \hat{y})$ be outputs of algorithms $\mathcal{A}^\mathcal{B}$ and $\mathcal{A}^\mathcal{B}'$, respectively, corresponding to the same input $(r, A)$. Then

(a) $\hat{y} = \tilde{y}$.

(b) Permutation $\pi$ satisfies

$$P_k = \{\pi_{|P_1 \cup \cup P_{k-1}+1}, \ldots, \pi_{|P_1 \cup \cup P_k}\}, \text{ for } k = 1, \ldots, m.$$

**Input:** $(r, A)$.

**Output:** $(P, \hat{y})$, where $P = \{P, \ldots, P_m\}$ is a partition of $\mathcal{N}$ and $\hat{y} = (\hat{y}^S)_{S \subseteq \mathcal{N}}$, Step 1.

Set $k := 1$; set $U_1 = \mathcal{N}$;

set $\hat{y}_{U_1} = \max \left\{ \frac{r_i}{A_i^r} : i \in U_1 \right\}$ and $P_1 = \arg \max \left\{ \frac{r_i}{A_i^r} : i \in U_1 \right\}$.

**Step k.** While $U_k \neq P_k$ do:

begin

Set $k := k + 1$; set $U_k = U_{k-1} \setminus P_{k-1}$;

set $\hat{y}_{U_k} = \max \left\{ \frac{r_i - \sum_{j=1}^{k-1} A_i^{U_j} \hat{y}_{U_j}}{A_i^{U_k}} : i \in U_k \right\}$ and

$P_k = \arg \max \left\{ \frac{r_i - \sum_{j=1}^{k-1} A_i^{U_j} \hat{y}_{U_j}}{A_i^{U_k}} : i \in U_k \right\}$.

end (while)

**Step m.** Set $m = k$;

for $S \subseteq \mathcal{N}$: set

$$\hat{y}^S = 0, \text{ if } S \notin \{U_1, \ldots, U_m\}.$$  

**Figure 4.** Algorithm $\mathcal{A}^\mathcal{B}'$: unambiguous version of adaptive greedy algorithm $\mathcal{A}^\mathcal{B}$.
REMARK. Proposition 2(b) characterizes the structure of the ranking permutations \( \pi \) that can be produced by adaptive greedy algorithm \( \mathcal{A} \mathcal{G}' \). Elements \( \pi \in P_k \) in identity (5) would tie in the maximizations performed by algorithm \( \mathcal{A} \mathcal{G} \) for determining permutation \( \pi \) and can, therefore, be rearranged in any order, maintaining the optimality of primal solution \( \nu(\pi) \).

Optimality conditions. We present next several equivalent optimality conditions for a linear program over an extended polymatroid, including one based on ranking its indices. Let \( \mathcal{N} = \{ x \in \mathcal{N} : x \leq 0 \} \). Let \( \gamma_1, \ldots, \gamma_n \) be the allocation indices of program (LP\(_c\)). Let \( T \) be the following \( n \times n \) upper triangular matrix:

\[
T = \begin{pmatrix}
1 & 1 & \cdots & 1 \\
0 & 1 & \cdots & 1 \\
0 & 0 & \cdots & 1
\end{pmatrix}
\]

PROPOSITION 3 (EQUIVALENT OPTIMALITY CONDITIONS). The following statements are equivalent:

(a) Permutation \( \pi \) satisfies (5);
(b) permutation \( \pi \) is produced by algorithm \( \mathcal{A} \mathcal{G} \);
(c) \( r_\pi A_\pi^{-1} \in \mathcal{N} \times \mathcal{N}^n \), and then the allocation indices are given by \( \gamma_\pi = r_\pi A_\pi^{-1} T \);
(d) \( \gamma_{\pi_x} \leq \gamma_{\pi_{x-1}} \leq \cdots \leq \gamma_{\pi_1} \).

PROOF. (a) \( \Rightarrow \) (b): This is the result in Proposition 2(b).
(b) \( \Rightarrow \) (c): It is clear, by construction in \( \mathcal{A} \mathcal{G} \), that

\[
(\tilde{y}\big(\pi_1, \ldots, \pi_n\big), \ldots, \tilde{y}\big(\pi_{n-1}, \pi_n\big), \tilde{y}\big(\pi_n\big)) = r_\pi A_\pi^{-1}.
\]

Now, in the proof of Proposition 1 we showed that

\[
\tilde{y}^S \leq 0, \quad \text{for } S \subset \mathcal{N},
\]

which together with (6) implies \( r_\pi A_\pi^{-1} \in \mathcal{N} \times \mathcal{N}^n \). Furthermore, by (4) we have

\[
\gamma_\pi = \left( \tilde{y}\big(\pi_1, \ldots, \pi_n\big), \ldots, \tilde{y}\big(\pi_{n-1}, \pi_n\big), \tilde{y}\big(\pi_n\big) \right) T,
\]

and by (6) it follows that \( \gamma_\pi = r_\pi A_\pi^{-1} T \).

(c) \( \Rightarrow \) (d): By (c) we have

\[
(\gamma_{\pi_1}, \gamma_{\pi_2} - \gamma_{\pi_1}, \ldots, \gamma_{\pi_n} - \gamma_{\pi_{n-1}}) T^{-1} = r_\pi A_\pi^{-1} \in \mathcal{N} \times \mathcal{N}^n,
\]

whence the result follows.

(d) \( \Rightarrow \) (a): By construction of \( \tilde{y} \) in algorithm \( \mathcal{A} \mathcal{G}' \), the fact that \( \tilde{y} = \hat{y} \) and the definition of allocation indices, it follows that

\[
\gamma_i = \tilde{y}^{U_i} + \cdots + \tilde{y}^{U_k}, \quad \text{for } i \in U_k \text{ and } k = 1, \ldots, m.
\]

where the \( U_k \)'s are as constructed in algorithm \( \mathcal{A} \mathcal{G}' \). Also, it is easy to see that \( \tilde{y}^{U_j} < 0 \), for \( j \geq 2 \). These two facts imply that \( \pi \) must satisfy (5), which completes the proof. \( \square \)

Combining the result that algorithm \( \mathcal{A} \mathcal{G} \) solves linear program (LP\(_c\)) optimally with the equivalent conditions in Proposition 3, we obtain the sufficient optimality conditions presented next.
THEOREM 2 (SUFFICIENT OPTIMALITY CONDITIONS AND INDEXABILITY. Assume that any of the conditions (a)–(d) of Proposition 3 holds. Then \( u(\pi) \) solves linear program (LP) optimally.

The following results follow from our previous analysis:

1. **Indexability:** Optimality condition (d) of Proposition 3 shows that any permutation that sorts the allocation indices of linear program (LP) provides a corresponding optimal solution. Condition (d) therefore shows that this class of linear programs has an indexability property.

2. **Sensitivity analysis:** Optimality condition (c) of Proposition 3 is specially well suited for performing sensitivity analysis. Consider the following question: given a permutation \( \pi \) of \( \mathcal{N} \), for what vectors \( r \) and matrices \( A \) does \( u(\pi) \) solve problem (LP) optimally? We know that \( u(\pi) \) is optimal for \( r \) and \( A \) that satisfy the condition

\[
\mathbf{r}_\pi A^{-1}_\pi \in \mathbb{R} \times \mathbb{R}^{n-1}.
\]

We may also ask: For which permutations \( \pi \) is it guaranteed that \( u(\pi) \) is optimal? By Proposition 3(d), we know that \( u(\pi) \) is optimal for permutations \( \pi \) that satisfy

\[
\gamma_{\pi_1} \leq \gamma_{\pi_{n-1}} \leq \cdots \leq \gamma_{\pi_n},
\]

thus providing an \( O(n \log n) \) optimality test for \( \pi \). Glazebrook (1994) has recently applied these polyhedral results to provide a range of index-based suboptimality bounds for general policies in a variety of stochastic scheduling problems (see also Glazebrook (1987)).

3. **Closed formulae for allocation indices:** Proposition 3(c) provides a closed formula for the vector of allocation indices. It shows that the indices are piecewise linear functions of the reward vector.

4. **Optimal objective value:** The optimal objective value, \( Z \), is given by:

\[
Z = \mathbf{r}_\pi \mathbf{x}_\pi = \mathbf{r}_\pi A^{-1}_\pi \mathbf{b}_\pi = \gamma_{\pi} T^{-1} \mathbf{b}_\pi = \left( \gamma_{\pi_1}, \gamma_{\pi_2}, \ldots, \gamma_{\pi_n} \right) \begin{pmatrix} b(\{\pi_1, \ldots, \pi_n\}) - b(\{\pi_2, \ldots, \pi_n\}) \vspace{1mm} \vdots \vspace{1mm} b(\{\pi_{n-1}, \pi_n\}) - b(\{\pi_n\}) \vspace{1mm} b(\{\pi_n\}) \end{pmatrix}.
\]

3.4. **Index decomposition.** We show in this section that the allocation indices of linear program (LP) possess, under a certain assumption, a strong decomposition property. In that case, the indices can be computed by solving a number of smaller subproblems, thus reducing the amount of computations required. We will show later that this property explains an analogous decomposition property of the optimal priority-indices in some stochastic scheduling problems, including multiarmed bandits.

In this setting the ground set \( \mathcal{N} \) is partitioned into subsets \( \mathcal{N}_1, \ldots, \mathcal{N}_K \). Let \( A^k \) denote the submatrix of \( A \) corresponding to subsets of \( \mathcal{N}^k \), i.e., \( A^k = (A_{i,j})_{i \in \mathcal{N}_i, j \in \mathcal{N}_j} \). Let \( \mathbf{r}_i \), \( \mathbf{r}_k \) for \( k = 1, \ldots, K \). Let \( \gamma \) be the vector of allocation-
tion indices of linear program (LP$_k$), and let $\gamma^k$ be the index vector produced by adaptive greedy algorithm $\mathcal{G}$ when fed with input $(r^k, A^k)$.

The required decomposition assumption on the parameters of matrix $A$ is:

**Assumption 2.**

$$A^S_i = A^S_i \cap \mathcal{N}_k, \quad \text{for } i \in S \cap \mathcal{N}_k \quad \text{and } S \subseteq \mathcal{N}.$$

We show next that, under Assumption 2, vector of allocation indices $\gamma$ extends vectors $\gamma^1, \ldots, \gamma^K$ over their respective ranges.

**Theorem 3 (Index Decomposition).** If Assumption 2 holds, then

$$\gamma_i = \gamma_i^k, \quad \text{for } i \in \mathcal{N}_k \quad \text{and } k = 1, \ldots, K.$$

**Proof.** Let us define $b^k : 2^{\mathcal{N}_k} \to \mathbb{R}_+$ by $b^k(S) = b(S)$, for $S \subseteq \mathcal{N}_k$. Since $\mathcal{P}_k(A, b)$ is an extended contra-polymatroid, it is easily seen that $\mathcal{P}_k(A^k, b^k)$ is also an extended contra-polymatroid—with ground set $\mathcal{N}_k$. For $k = 1, \ldots, K$, let us write $x^k = (x^k_i)_{i \in \mathcal{N}_k}$ and let (LP$_k$) be the linear program

$$(\text{LP}_k) \quad \max \left\{ \sum_{i \in \mathcal{N}_k} r_i x^k_i : x^k \in \mathcal{P}_k(A^k, b^k) \right\}.$$

By definition, the allocation indices of linear program (LP$_k$) are obtained by running algorithm $\mathcal{G}$ with input $(r^k, A^k)$, and are therefore given by vector $\gamma^k$. Let us define

$$g_i = \gamma_i^k, \quad \text{for } i \in \mathcal{N}_k \quad \text{and } k = 1, \ldots, K.$$

Let us renumber, for simplicity, the elements of $\mathcal{N}$, so that

$$g_n \leq g_{n-1} \leq \cdots \leq g_1.$$

Let $\pi = (1, \ldots, n)$. Permutation $\pi$ of $\mathcal{N}$ induces permutations $\pi^k$ of $\mathcal{N}_k$, for $k = 1, \ldots, K$, that satisfy

$$\gamma^k_{\pi^1 \circ \pi^2 \circ \cdots \circ \pi^k} \leq \cdots \leq \gamma^k_{\pi^n \circ \pi^{n-1} \circ \cdots \circ \pi^1}.$$

Hence, by Proposition 3 it follows that

$$\gamma^k_{\pi^k} = r^k_{\pi^k}(A^k_{\pi^k})^{-1}T_k, \quad \text{for } k = 1, \ldots, K$$

or, equivalently,

$$\left(\begin{array}{cccc}
T_1^{-1}A^1_{\pi^1} & 0 & \cdots & 0 \\
0 & T_2^{-1}A^2_{\pi^2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & T_k^{-1}A^k_{\pi^k}
\end{array}\right) = \left(\begin{array}{c}
r^1_{\pi^1} \\
r^2_{\pi^2} \\
\vdots \\
r^k_{\pi^k}
\end{array}\right),$$

where $T_k$ is an $|\mathcal{N}_k| \times |\mathcal{N}_k|$ matrix with the same structure as matrix $T$, for $k = 1, \ldots, K$. 

Copyright © 2001 All Rights Reserved
On the other hand, we have
\[
T^{-1}A_\pi = \begin{pmatrix}
1 & -1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 1 & -1 & \cdots & 0 & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & \cdots & 0 & 1 & -1 \\
0 & 0 & 0 & \cdots & 0 & 0 & 1 \\
\end{pmatrix} \begin{pmatrix} A_{\pi} 
\end{pmatrix}
\]
\[
= \begin{pmatrix}
A^{(1,\ldots,n)} & \cdots & A^{(1,\ldots,n-1)} - A^{(1,\ldots,n-1)} & A^{(1,\ldots,n)} - A^{(1,\ldots,n-1)} \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & A^{(n-1,n)} & A^{(n-1,n)} - A^{(n)} \\
0 & \cdots & 0 & A^{(n)} \\
\end{pmatrix}
\]
Now, notice that if \( i \in \mathcal{N}_k, j \in \mathcal{N} \setminus \mathcal{N}_k \) and \( i > j \) then, by Assumption 2 it follows that
\[
A^{(j,\ldots,n)} = A^{(j,\ldots,n) \cap \mathcal{N}_k} = A^{(j+1,\ldots,n) \cap \mathcal{N}_k} = A^{(j+1,\ldots,n)}. \tag{11}
\]
Hence, by (8) and (11) it follows that system (10) can be written equivalently as
\[
g_\pi T^{-1}A_\pi = r_\pi. \tag{12}
\]
Now, (9) and (12) imply that
\[
r_\pi A_\pi^{-1}g_\pi T^{-1} = (g_1, g_2 - g_1, \ldots, g_n - g_{n-1}) \in \mathbb{R} \times \mathbb{R}^{n-1},
\]
and by Proposition 3 it follows that the allocation indices of linear program (LP) satisfy \( \gamma_\pi = r_\pi A_\pi^{-1}T \). Therefore, by (12),
\[
g_i = \gamma_i, \quad \text{for } i \in \mathcal{N},
\]
which completes the proof. \( \square \)

A useful consequence of Theorems 2 and 3 is the following:

**Corollary 1.** Under the assumptions of Theorem 3, an optimal solution of linear program (LP) can be computed by running algorithm \( \mathcal{A} \mathcal{G} \) with inputs \((r^k, A^k)\), for \( k = 1, \ldots, K \).

**Remark.** It is important to emphasize that the index decomposition property is much stronger than the indexability property. We will see later in the context of stochastic scheduling that the classical multiarmed bandit problem exhibits the index decomposition property. This condition is not satisfied in general, however, by the optimal priority-indices in Klimov's problem (see Klimov (1974)).

We have focused our discussion in properties of linear programs over extended contra-polymatroids. The properties of linear programs over extended polymatroids are analogous. In Table 2 we show how to solve linear program (LP)—that minimizes a cost function \( h x \) over extended polymatroid \( \mathcal{P}(A, b) \)—by running algorithm \( \mathcal{A} \mathcal{G} \) with input \((h, A)\), this obtaining corresponding allocation indices that characterize the optimal solution.
4. A polyhedral approach to indexable scheduling problems. In this section we develop a framework for formulating and solving stochastic scheduling problems solved by priority-index rules.

Section 4.1 introduces a concept of conservation laws that generalizes other definitions used in the literature. We show that the performance region corresponding to a scheduling problem that satisfies these laws is necessarily a polyhedron with special structure: an extended polymatroid. The vertices of the performance region are shown to be achievable by static-priority scheduling policies.

Section 4.2 shows how to formulate the problem of optimizing a linear performance objective, in a system that satisfies generalized conservation laws, as a linear program over an extended polymatroid, and how to obtain an optimal scheduling policy from the solution the formulation. We establish the optimality of priority-index rules and we present as assumption under which the optimal indices satisfy a decomposition property, which simplifies their computation.

4.1. Generalized conservation laws. The wide variety of stochastic scheduling problems solved optimally by priority-index rules leads us naturally to consider the question: What physical properties of the system account for that indexability property? We provide in this section an answer to this question, by introducing and applying a general concept of conservation laws. We thus show that the performance region corresponding to a performance measure that satisfies such laws is necessarily an extended polymatroid, whose vertices are achievable under static-priority scheduling policies. As will be shown in the next section, the indexability property of linear programs over extended polymatroids translates into the optimality of priority-index policies in the scheduling problems that satisfy those laws.

Consider a general dynamic and stochastic multiclass queueing system. There are n job classes, which we label $i \in \mathcal{N} = \{1, \ldots, n\}$. Jobs have to be scheduled for service in the system under an admissible scheduling policy. Let $\mathcal{Z}$ denote the class of admissible scheduling policies. Let $x_i^u$ be a performance measure of class-$i$ jobs under scheduling policy $u$. We assume that $x_i^u$ is an expectation. Let $x^u$ denote the corresponding performance vector. Let $x^\pi$ be the performance vector corresponding to a static-priority policy (i.e., the service priority of a job depends only on its class and does not change over time) that assigns priorities to the job classes according to permutation $\pi = (\pi_1, \ldots, \pi_n)$ of $\mathcal{N}$, where class-$\pi_1$ has the highest priority.

**Definition 5 (Generalized Conservation Laws).** Performance vector $x^u$ is said to satisfy generalized conservation laws if there exist a set function $b: 2^\mathcal{I} \rightarrow \mathcal{R}_+$ and a matrix $A = (A_i^S)_{i \in \mathcal{I}, S \subseteq \mathcal{I}}$ that satisfies $A_i^S > 0$, for $S \subseteq \mathcal{N}$, such that:

\begin{equation}
(13) \quad b(S) = \sum_{i \in S} A_i^S x_i^\pi, \quad \text{for all } \pi: \{\pi_1, \ldots, \pi_{|S|}\} = S^c \text{ and } S \subseteq \mathcal{N}.
\end{equation}
(b) For every admissible policy \( u \in \mathcal{U} \),

\[
\sum_{i \in S} A_i^S x_i^u \geq b(S), \quad \text{for all } S \subset \mathcal{N} \quad \text{and} \quad \sum_{i \in \mathcal{N}} A_i^\mathcal{U} x_i^u = b(\mathcal{U}),
\]

or respectively,

\[
\sum_{i \in S} A_i^S x_i^u \leq b(S), \quad \text{for all } S \subset \mathcal{N} \quad \text{and} \quad \sum_{i \in \mathcal{N}} A_i^\mathcal{U} x_i^u = b(\mathcal{U}).
\]

**Remarks.** 1. In words, a performance vector is said to satisfy generalized conservation laws if there exist weights \( A_i^S \) such that the total weighted performance over all job classes is invariant under any admissible policy, and the minimum (or maximal) weighted performance over job classes in any subset \( S \subset \mathcal{N} \) is achieved by any static-priority policy that gives priority to all other classes (in \( S^c \)) over classes in \( S \).

2. Shanthikumar and Yao (1992) formalized a definition of strong conservation laws for performance measures in general multiclass queues, that implies a polymatroidal structure in the performance space. These laws correspond to the special case that all weights are \( A_i^S = 1 \) in Definition 5.

The connection between generalized conservation laws and extended polymatroids is given by the following theorem:

**Theorem 4 (Performance region characterization).** Assume that performance vector \( x^u \) satisfies generalized conservation laws (13) and (14) (resp. (13) and (15)). Then
(a) The performance vectors corresponding to static-priority policies are the vertices of \( \mathcal{P}_c(A, b) \) (resp. \( \mathcal{P}(A, b) \)), and \( x^\pi = v(\pi) \), for every permutation \( \pi \) of \( \mathcal{N} \).

(b) The performance region is the extended contra-polymatroid \( \mathcal{P}_c(A, b) \) (resp. the extended polymatroid \( \mathcal{P}(A, b) \)).

**Proof.** We shall prove the theorem in the case that \( x^u \) satisfies generalized conservation laws (3) and (14). The other case ((13) and (15)) is analogous.

(a) By (13) it follows that \( x^\pi = v(\pi) \). By Theorem 1 the result follows.

(b) Let \( \mathcal{P} = \{x^u : u \in \mathcal{U} \} \) be the performance region. Let \( \mathcal{P}_c(A, b) \) be the set of extreme points of \( \mathcal{P}(A, b) \). By (14) it follows that \( \mathcal{P} \subseteq \mathcal{P}_c(A, b) \). By (a), \( \mathcal{P}_c(A, b) \subseteq X \). Hence, since \( \mathcal{P} \) is a convex set (\( \mathcal{U} \) contains randomized policies) we have

\[
\mathcal{P}_c(A, b) = \text{conv}(\mathcal{P}(A, b)) \subseteq X,
\]

where \( \text{conv}(\cdot) \) denotes the convex hull operator. Hence \( \mathcal{P} = \mathcal{P}_c(A, b) \), which completes the proof. \( \square \)

Consider the problem of designing an admissible policy that achieves a given performance vector \( x \). It easily follows from Theorem 4 and Carathéodory theorem (see e.g. Bazarraa and Shetty (1979)) that any given performance vector \( x \) can be achieved by a randomization of at most \( n \) static-priority rules.

**4.2. Optimization over systems that satisfy conservation laws: Indexability.** Let \( x^u \) be a performance vector for a multiclass queueing system that satisfies generalized conservation laws (13) and (14). Suppose that we want to find an admissible policy \( u \) that maximizes a linear reward function \( \sum_{i \in \mathcal{N}} r_i^\mathcal{U} x_i^u \). This optimal scheduling control
problem can be expressed as

\[(\text{LP}_y) \quad \max \left\{ \sum_{i \in \mathcal{Y}} r_i x_i^u : u \in \mathcal{Z} \right\} \].

By Theorem 4, problem \((\text{LP}_y)\) can be translated into the linear program

\[(\text{LP}_c) \quad \max \left\{ \sum_{i \in \mathcal{Y}} r_i x_i : x \in \mathcal{P}_c(A, b) \right\} \].

The strong structural properties of extended polymatroids lead to strong structural properties in the control problem. Suppose that to each job class-\(i\) we attach an index, \(\gamma_i\). A policy that selects for service at each decision epoch a job of currently largest index will be referred to as a priority-index policy. Let \(\gamma_1, \ldots, \gamma_n\) be the allocation indices of linear program \((\text{LP}_c)\), obtained by running adaptive-greedy algorithm with input \((r, A)\), as described in §3. As a direct consequence of the results of §3.1 we obtain that control problem \((\text{LP}_y)\) is solved by an index policy, with optimal priority indices given by \(\gamma_1, \ldots, \gamma_n\).

**Theorem 5 (Indexability under Generalized Conservation Laws).** (a) Let \(u(\pi)\) be an optimal solution of linear program \((\text{LP}_c)\); then the static-priority policy that assigns priorities to job classes according to permutation \(\pi \) (class \(\pi_1\) has highest priority) solves problem \((\text{LP}_y)\) optimally;

(b) A policy that selects at each decision epoch a job of currently largest allocation index solves problem \((\text{LP}_y)\) optimally.

4.3. **Index decomposition.** A stronger index decomposition property holds under certain conditions. Assume \(\mathcal{N}_1, \ldots, \mathcal{N}_K\) is a given partition of the set of job classes \(\mathcal{N}\). Job classes in \(\mathcal{N}_k\) may be interpreted as corresponding to a class-\(k\) project. Assume also that submatrix \(A^k = (A_{i,j}^k)_{i \in \mathcal{N}_k, j \in \mathcal{N}_k}\) of \(A\) (as a function on the parameters of the system) depends only on characteristics of job classes in \(\mathcal{N}_k\) (i.e., of project class-\(k\)). If Assumption 2 holds, i.e.,

\[A_i^k = A_i^{S \cap \mathcal{N}_k}, \quad \text{for } i \in S \cap \mathcal{N}_k \text{ and } S \subseteq \mathcal{N},\]

then the index decomposition theorem for extended polymatroids (Theorem 3) applies, and therefore

\[\gamma_i = \gamma_i^k, \quad \text{for } i \in \mathcal{N}_k,\]

where the \(\gamma_i^k(r, A^k)\)'s, for \(i \in \mathcal{N}_k\), are the indices obtained by algorithm \(\mathcal{A}\) with input \((r^k, A^k)\), and \(r^k = (r_i)_{i \in \mathcal{N}_k}\). Combining this result with Theorem 5 we obtain:

**Theorem 6 (Index Decomposition for Multiclass Queueing Systems).** The allocation indices corresponding to job classes in \(\mathcal{N}_k\) only depend on characteristics of project class-\(k\).

The previous theorem identifies a sufficient condition for the indices of an indexable system to have a strong decomposition property. Therefore, systems that in addition to generalized conservation laws further satisfy Assumption 2 are decomposable. For such systems the solution of optimal scheduling control problem \((\text{LP}_y)\) can be obtained by solving \(K\) smaller independent subproblems using algorithm \(\mathcal{A}\).
An example of a decomposable system is the multiclass-M/G/1 queue with performance measure

\[ x_i^u = \frac{N_i^u}{\mu_i}, \quad i \in \mathcal{N}, \]

where \( N_i^u \) is the time average number of class-\( i \) jobs (with mean processing time \( 1/\mu_i \)) in the system under scheduling policy \( u \). Given a holding cost \( c_i \) per unit time for each job class-\( i \), the goal is to assign the jobs to the server according to a nonanticipative, nonidling and nonpreemptive scheduling policy in order to minimize time average holding cost:

\[ \min_u \sum_{i \in \mathcal{N}} c_i N_i^u = \sum_{i \in \mathcal{N}} (c_i \mu_i) x_i^u. \]

Gelenbe and Mitrani (1980) first showed that performance measure \( x^u \) given by (16) satisfies the following conservation laws:

\[ \sum_{i \in S} x_i^u \geq b(S), \quad \text{for } S \subset \mathcal{N}, \]

\[ \sum_{i \in \mathcal{N}} x_i^u = b(\mathcal{N}), \]

with equality in (17) if policy \( u \) gives priority to jobs with classes in \( S \). Assumption 2 clearly holds in this case, since all \( A_i^S = 1 \), for \( i \in S \) and \( S \subset \mathcal{N} \). This is the reason that the optimal index for each job class depends only on characteristics of that job class: the allocation indices are given by \( \gamma_i = c_i \mu_i \), thus explaining the optimality of the \( c\mu \) rule from a linear programming perspective.

Another well known example of decomposable system is the multiarmed bandit problem. We will see later that in this case the allocation indices reduce indeed to the original Gittins indices. Furthermore, Theorem 6 explains the fact that Gittins indices corresponding to the states of project \( k \) only depend on characteristics of that project.

Let us consider briefly the problem of optimizing a nonlinear cost function on the performance vector. Analogously as what we did in the linear rewards case, the optimal scheduling control problem in the case of a nonlinear reward function can be translated into a nonlinear program whose feasible region is an extended polymatroid. See Bhattacharya et al. (1991) for a discussion of algorithmic methods for solving separable convex, min-max, lexicographic and semi-separable convex optimization problems over an extended polymatroid.

5. Branching bandit problems. In this section we apply the framework developed in §4 to formulate and solve in a unifying way a variety of stochastic scheduling problems whose optimal policies are known to be of priority-index type. These include the classical multiarmed bandit problem (see e.g. Gittins (1989)), Klimov’s problem (see Klimov (1974)), and the minimum weighted flow time problem in deterministic scheduling (see Smith (1956)). These and other indexable scheduling problems correspond to special cases of the branching bandit problem (see Meilijson and Weiss (1977), and Weiss (1988)).

The section introduces the branching bandit model, defines associated optimal scheduling problems, and shows how to cast them in the framework presented in §4. Suitable performance measures are defined, and it is established that they satisfy generalized conservation laws. The scheduling problems are thus formulated as linear programs over extended polymatroids, and they are shown to be solved by a
priority-index policy, with the optimal indices being computed by a one-pass adaptive-greedy algorithm.

A branching bandit is a versatile model of a multiclass single-server queue. The systems that can be modeled as branching bandits include multiclass queues in discrete or continuous time, and with or without arrivals, as well as multiarmed bandits. This model was first introduced by Meilijson and Weiss (1977).

In a branching bandit model, a single server must be allocated over time to jobs demanding its service attention. Jobs are classified in a finite number of job classes \( i \in \mathcal{N} = \{1, \ldots, n\} \). We associate with job class \( i \) a random service time \( v_i \) and random arrivals \( (N_{ij})_{j \in \mathcal{N}} \). When a class-\( i \) job completes its service, it is replaced by new jobs \( N_{ij} \) of class-\( j \), for \( j \in \mathcal{N} \). Given the job class-\( i \), the service time and the descendants \( (v_i, (N_{ij})_{j \in \mathcal{N}}) \) are random variables with an arbitrary joint distribution, independent of all other jobs. Jobs are to be selected for service under an admissible policy \( u \), which must be nonanticipative (decisions may be based on past and present information on the evolution of the system, but not on future information, such as the service time of the next job to be serviced), nonidling (the server is busy as long as there are jobs in the system) and nonpreemptive (the service of a job, once started, must proceed without interruption until its completion). Let us denote \( \mathcal{A} \) the class of admissible policies. The decision epochs are \( t = 0 \) and the instants at which a job is completed and there is some other job present.

We next introduce some notation and concepts that will be useful for analyzing the sample-path of a branching bandit process. Let \( S \subseteq \mathcal{N} \) be a subset of job classes. We shall refer to jobs whose classes are in \( S \) as \( S \)-jobs. We are interested in studying the busy period of a branching bandit process. This busy period may be represented as a tree. We say that \( S \)-job \( i_0 \) is an \( S \)-descendant of job \( i \), if \( i_0 \) belongs in the subtree of the busy period that is rooted at \( i \). Given a job \( i \) in a busy period, the union of intervals where \( S \)-descendants of \( i \) are being processed is called an \((i, S)\)-period. Notice that under a policy that gives complete priority to \( S \)-jobs, these intervals will be consecutive. Let \( T_i^S \) be the duration (possibly infinite) of an \((i, S)\)-period. We define \( T_{L(0)}^S \) as the time needed for first clearing the system of \( S \)-jobs, under a policy that gives priority to \( S \)-jobs. The distributions of \( T_i^S \) and of \( T_{L(0)}^S \) are independent of the admissible policy used, as long as it gives priority to \( S \)-jobs. Notice that an \((i, \emptyset)\)-period is distributed as the service time \( v_i \). It will be convenient to introduce the following additional notation:

\( v_{ik} \) = service time corresponding to the \( k \)th selection of a class-\( i \) job; notice that the distribution of \( v_{ik} \) is independent of \( k \) \( (v_i) \).

\( \tau_{ik} \) = time at which the \( k \)th selection of a class-\( i \) job occurs;

\( \nu_i \) = number of times a class-\( i \) job is selected (can be infinite);

\( (T_{ik}^S)_{k \geq 1} \) = duration of the \((i, S)\)-period that starts with the \( k \)th selection of a class-\( i \) job for the \( k \)th time. Notice that the distribution of \( T_{ik}^S \) is independent of \( k \) \( (T_i^S) \).

\( I_i(t) = 1 \), if a class-\( i \) job is in service at time \( t \); 0, otherwise.

\( L_i(t) = \) number of class-\( i \) jobs in the system at time \( t \). We denote \( L_i(t) = (L_i(t))_{t \in S} \).

\( T_{L(0)}^S \) = time until the system is first cleared of \( S \)-jobs (can be infinite) under a policy that gives priority to \( S \)-jobs; notice that \( T_{L(0)}^S \) is the length of the busy period.

The busy period of a branching bandit process has a simple structure under priority policies. This fact, which will be needed later for proving that certain performance measures satisfy conservation laws, is made precise and shown next. Let \( S \subseteq \mathcal{N} \).

**Proposition 4.** Under an admissible policy that gives priority to \( S^c \)-jobs, the busy period \([0, T_{L(0)}^S]\) can be partitioned as follows:

\[
[0, T_{L(0)}^S] = \bigcup_{i \in \mathcal{N}} \bigcup_{k = 1}^{\nu_i} \left[ \tau_{ik}, \tau_{ik} + T_{ik}^S \right].
\]
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PROOF OUTLINE. Identity (18) simply expresses the intuitive fact that under a policy that gives complete priority to \( S^c \)-jobs, the busy period is partitioned into: (1) an initial interval, in which the system is first cleared of \( S^c \)-jobs; and (2) a sequence of consecutive intervals, each of which starts with the service of an \( S \)-job, and lasts until the system is first cleared of its descendant \( S^c \)-jobs. □

5.1. Discounted branching bandits

5.1.1. The discounted reward-tax problem. Consider the following linear discounted reward-tax structure on a branching bandit process: an instantaneous reward \( r_i \) is received at the completion epoch of a class-\( i \) job. In addition, a holding tax \( \alpha h_i \) is incurred continuously while a class-\( i \) job is in the system. Rewards and taxes are discounted in time with a discount factor \( \alpha > 0 \).

The discounted reward-tax problem consists in finding an admissible scheduling policy that maximizes the total expected discounted value of rewards earned minus taxes incurred. This problem was first introduced and shown to be solvable by a priority-index policy by Weiss (1988).

Let us define the objective to be maximized as \( Z^{(r, h)}_{u}(\alpha) \), where \( Z^{(r, h)}_{u}(\alpha) \)-expected total discounted value of rewards received minus taxes incurred under scheduling policy \( u \).

The problem can now be written as

\[
\max_{u \in \mathcal{U}} Z^{(r, h)}_{u}(\alpha).
\]

We shall show how to formulate and solve this problem in the framework developed in §4.

5.1.2. Performance measures. We introduce next two families of performance measures for branching bandits, \( \{\lambda^u(\alpha)\}_{\alpha > 0} \) and \( \{L^*_{j}u(\alpha)\}_{\alpha > 0} \), that are appropriate for modeling the linear discounted reward-tax structure described above. For a given \( \alpha > 0 \), we define performance measure \( \lambda^u_j(\alpha) \) of class-\( j \) jobs under policy \( u \) to be total expected discounted number of class-\( j \) job service completions, i.e.,

\[
\lambda^u_j(\alpha) = E_u \left[ \sum_{k=1}^{\nu_j} e^{-\alpha (\tau_k + v_{j,k})} \right] = E \left[ e^{-\alpha v_j} \right] E_u \left[ \sum_{k=1}^{\nu_j} e^{-\alpha \tau_k} \right], \quad \text{for } j \in \mathcal{J},
\]

and we shall write \( \lambda^u(\alpha) = (\lambda^u_j(\alpha))_{j \in \mathcal{J}} \).

Let us define \( L^{*u}_j(\alpha) \) as the total expected discounted number of class-\( j \) jobs in the system under policy \( u \in \mathcal{U} \), i.e.,

\[
L^{*u}_j(\alpha) = E_u \left[ \int_{0}^{T_{j}(\cdot)} L_{j}(t) e^{-\alpha t} dt \right], \quad \text{for } j \in \mathcal{J},
\]

and let \( L^{u}(\alpha) = (L^{*u}_j(\alpha))_{j \in \mathcal{J}} \).

We shall show next that the objective to be maximized, \( Z^{(r, h)}_{u}(\alpha) \), can be expressed as a linear function of performance vector \( \lambda^u(\alpha) \).
In the pure rewards case, i.e. when \( h = 0 \),

\[
Z^{(r,0)}(\alpha) = E_u \left[ \sum_{i \in J} \sum_{k=1}^{v_i} r_i e^{-\alpha(t_{ik} + v_{ik})} \right] = \sum_{i \in \mathcal{I}} r_i \lambda_i^u(\alpha).
\]

We show now how to reduce the general reward-tax problem to the pure rewards case, using an accounting argument introduced by Bell (1971). The total expected discounted value of holding taxes is the same whether they are charged continuously in time, or according to the following charging scheme: At the arrival epoch of a class-\( i \) job, charge the system with an instantaneous entrance charge of \( h_i \), equal to the total discounted holding cost that would be incurred if the job remained within the system forever; at the departure epoch of the job (if it ever departs), credit the system with an instantaneous departure refund of \( h_i \), thus refunding that portion of the entrance cost corresponding to residence beyond the departure epoch. We can thus write

\[
Z^{(r,h)}(\alpha) = \sum_{i \in \mathcal{I}} r_i \lambda_i^u(\alpha) - \alpha \sum_{j \in \mathcal{J}} h_j L^*$
\]

\[
= E_u[\text{Rewards}] - E_u[\text{Charges at } t = 0]
\]

\[
+ (E_u[\text{Departure refunds}] - E_u[\text{Entrance charges}])
\]

\[
= Z^{(r,0)}(\alpha) - \sum_{i \in \mathcal{N}} h_i L_i(0) + Z^{(r_0,0)}(\alpha)
\]

\[
= Z^{(r+r_0,0)}(\alpha) - \sum_{i \in \mathcal{I}} h_i L_i(0)
\]

\[
= \sum_{i \in \mathcal{I}} (r_i + r_i, a) \lambda_i^u(\alpha) - \sum_{i \in \mathcal{I}} h_i L_i(0),
\]

where the components of vector \( r_a = (r_{i,a})_{i \in \mathcal{I}} \) are given by

\[
r_{i,a} = h_i - \sum_{j \in \mathcal{J}} \frac{E[N_{ij} e^{-\alpha v_j}]}{E[e^{-\alpha v_j}]} h_j, \quad \text{for } j \in \mathcal{N}.
\]

Notice that by letting \( r = 0, h_j = 1 \) and \( h_i = 0 \) for \( i \neq j \) in (21) we obtain a linear relation between performance vectors \( L^*(\alpha) \) and \( \lambda^u(\alpha) \):

\[
\alpha L^*(\alpha) = L(0) - \lambda^u(\alpha) + \sum_{i \in \mathcal{I}} \frac{E[N_{ij} e^{-\alpha v_j}]}{E[e^{-\alpha v_j}]} \lambda_i^u(\alpha), \quad \text{for } j \in \mathcal{N}.
\]

5.1.3. **Generalized conservation laws.** We show in this section that the performance measure for branching bandits \( \lambda^u(\alpha) \) satisfies generalized conservation laws. Let us
define, for \( S \subseteq \mathcal{N} \),

\[
A_{i, \alpha}^S = \frac{\alpha E \left[ \int_0^{T_i^{S'}} e^{-\alpha t} \, dt \right]}{E \left[ e^{-\alpha t} \right]}, \quad \text{for } i \in S, \text{ and}
\]

(24) \[ b_\alpha(S) = \alpha E \left[ \int_0^{T_{S'}^{S'}} e^{-\alpha t} \, dt \right] - \alpha E \left[ \int_0^{T_{S'}^{S}} e^{-\alpha t} \, dt \right]. \]

The conservation laws we present next represent physical work conservation relations in a branching bandit process. In particular, the total expected discounted amount of work performed by the server during the busy period is

\[
E \left[ \int_0^{T_{S'}^{S}} e^{-\alpha t} \, dt \right],
\]

under any admissible scheduling policy \( u \in \mathcal{U} \).

Notice that coefficient \( A_{i, \alpha}^S \) may be interpreted as the total expected discounted amount of work performed by the server during and \((i, S^c)\)-period under a policy that gives priority to \( S^c \)-jobs (and hence under which that \((i, S^c)\)-period is a single interval). The sum

\[
\sum_{i \in S} A_{i, \alpha}^S \lambda_i^u(\alpha)
\]

is thus an overestimate of the total expected discounted work performed after the server first starts servicing \( s \)-jobs. This estimate is exact under a policy that gives priority to \( S^c \)-jobs. In this case, the expected discounted work done until the system is first cleared of \( S^c \)-jobs is

\[
E \left[ \int_0^{T_{S'}^{S}} e^{-\alpha t} \, dt \right].
\]

The remaining work is, in that case,

\[
E \left[ \int_0^{T_{S'}^{S}} e^{-\alpha t} \, dt \right] - E \left[ \int_0^{T_{S'}^{S}} e^{-\alpha t} \, dt \right],
\]

which is precisely \( b_\alpha(S) \). This intuitive interpretation is made precise in the proof of the next result.

**Theorem 7 (Generalized Conservation Laws for Discounted Branching Bandits).** The performance vector for branching bandits \( \lambda^u(\alpha) \) satisfies the following generalized conservation laws:

(a) \( \sum_{i \in S} A_{i, \alpha}^S \lambda_i^u(\alpha) \geq b_\alpha(S) \), for \( S \subseteq \mathcal{N} \), with equality if policy \( u \) gives complete priority to \( S^c \)-jobs.

(b) \( \sum_{i \in \mathcal{N}} A_{i, \alpha}^u \lambda_i^u(\alpha) = b_\alpha(\mathcal{N}) \).

**Proof.** Let \( S \subseteq \mathcal{N} \). Let us assume that jobs are selected under an admissible policy \( u \). Let us define two random vectors, \((r_{i,j}^{u})_{i,j} \) and \((d_{i}^{S})_{i \in S} \), as functions of the
sample path of the generated branching bandit process as follows:

\[ r_t = \int_0^\infty I_i(t) e^{-\alpha t} dt = \sum_{k=1}^{v_i} \int_{\tau_{ik}}^{\nu_{ik}} e^{-\alpha t} dt \]

\[ = \sum_{k=1}^{v_i} e^{-\alpha \tau_{ik}} \int_0^{\nu_{ik}} e^{-\alpha t} dt, \quad \text{and} \]

\[ d_i^S = \sum_{k=1}^{v_i} e^{-\alpha \tau_{ik}} \int_0^{T_{ik}^S} e^{-\alpha t} dt, \quad i \in S. \]

Now, we have

\[(27) \quad E_u[r_t] = E_u \left[ \sum_{k=1}^{v_i} e^{-\alpha \tau_{ik}} \int_0^{\nu_{ik}} e^{-\alpha t} dt \right] \]

\[ = E_u \left[ \sum_{k=1}^{v_i} e^{-\alpha \tau_{ik}} \int_0^{\nu_{ik}} e^{-\alpha t} dt | \nu_t \right] \]

\[ = E_u \left[ \sum_{k=1}^{v_i} E \left[ e^{-\alpha \tau_{ik}} | \nu_t \right] E \left[ \int_0^{\nu_{ik}} e^{-\alpha t} dt \right] \right] \]

\[(28) \quad = E \left[ \int_0^{\nu_t} e^{-\alpha t} dt \right] E_u \left[ \sum_{k=1}^{v_i} e^{-\alpha \tau_{ik}} \right] \]

\[ = \frac{E \left[ \int_0^{\nu_t} e^{-\alpha t} dt \right]}{E \left[ e^{-\alpha \nu_t} \right]} \lambda_t^u(\alpha). \]

Notice that equality (27) holds because, since \( u \) is nonanticipative, \( \tau_{ik} \) and \( u_{ik} \) are independent random variables. Furthermore,

\[(29) \quad E_u[d_i^S] = E_u \left[ \sum_{k=1}^{v_i} e^{-\alpha \tau_{ik}} \int_0^{T_{ik}^S} e^{-\alpha t} dt \right] = E_u \left[ \sum_{k=1}^{v_i} e^{-\alpha \tau_{ik}} \int_0^{T_{ik}^S} e^{-\alpha t} dt | \nu_t \right] \]

\[ = E_u \left[ \sum_{k=1}^{v_i} E \left[ \int_0^{T_{ik}^S} e^{-\alpha t} dt \right] E \left[ e^{-\alpha \tau_{ik}} | \nu_t \right] \right] \]

\[ = E \left[ \int_0^{T_{ik}^S} e^{-\alpha t} dt \right] E_u \left[ \sum_{k=1}^{v_i} e^{-\alpha \tau_{ik}} \right] \]

\[ = A_{t, \alpha} E \left[ \int_0^{\nu_t} e^{-\alpha t} dt \right] E_u \left[ \sum_{k=1}^{v_i} e^{-\alpha \tau_{ik}} \right]. \]

Notice that equality (29) holds because, since \( u \) is nonanticipative, \( \tau_{ik} \) and \( T_{ik}^S \) are independent. Hence, by (28) and (30)

\[ E_u[d_i^S] = A_{t, \alpha} \lambda_t^u(\alpha), \quad \text{for } i \in S, \]
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and we thus obtain
\begin{equation}
E_u \left[ \sum_{i \in S} d_i^S \right] = \sum_{i \in S} A^S_{i, \alpha} \lambda_i^u(\alpha).
\end{equation}

We first show that if policy \( u = \pi \) gives complete priority by \( S^c \)-jobs then generalized conservation law (a) holds with equality. Applying Proposition 4, we obtain
\begin{equation}
\int_0^{T^S_{L,0}} e^{-\alpha t} dt = \int_0^{T^S_{L,0}} e^{-\alpha t} dt + \sum_{i \in S} \sum_{k = 1}^{v_i} \int_\tau_{ik}^{\tau_{ik} + T^S_{ik}} e^{-\alpha t} dt
\end{equation}
\begin{equation}
= \int_0^{T^S_{L,0}} e^{-\alpha t} dt + \sum_{i \in S} \sum_{k = 1}^{v_i} e^{-\alpha \tau_{ik}} \int_0^{T^S_{ik}} e^{-\alpha t} dt
\end{equation}
\begin{equation}
= \int_0^{T^S_{L,0}} e^{-\alpha t} dt + \sum_{i \in S} d_i^S.
\end{equation}

Hence, taking expectations and using equation (31) we obtain
\begin{equation}
E \left[ \int_0^{T^S_{L,0}} e^{-\alpha t} dt \right] = E \left[ \int_0^{T^S_{L,0}} e^{-\alpha t} dt \right] + \sum_{i \in S} A^S_{i, \alpha} \lambda_i^\pi(\alpha)
\end{equation}
or equivalently, by (25),
\begin{equation}
\sum_{i \in S} A^S_{i, \alpha} \lambda_i^\pi(\alpha) = b_\alpha(S),
\end{equation}
which proves that generalized conservation law (a) holds with equality. Notice that by letting \( S = \emptyset \) we obtain the conservation law in part (b).

We next show that generalized conservation law (a) is satisfied in the inequality case. We will use a sample path interchange argument.

Let the jobs be selected under an admissible policy \( u \). For a given sample path of the branching bandit process let us consider the sum
\begin{equation}
d^S = \sum_{i \in S} d_i^S = \sum_{i \in S} \sum_{k = 1}^{v_i} \int_\tau_{ik}^{\tau_{ik} + T^S_{ik}} e^{-\alpha t} dt.
\end{equation}

![Figure 5. Interchange argument.](image-url)
Suppose that at time τ_{i^*, k^*}, a class-i* job, with i* ∈ S is selected for the k*th time. Suppose that at that time a class-j* job, with j* ∈ S^c is also available, but it is selected later, at time τ_{j^*, l^*}. Let us consider the effect of selecting instead that class-j* job in S^c at time τ_{j^*, l^*}, and selecting immediately afterwards the class-i* job. Let us call the corresponding policy u'. Let A, B and C be the segments shown in Figure 5. The sum d^S can be decomposed as

\begin{align}
d^S &= \sum_{i \in S} \sum_{k = 1: \tau_{ik} \in A}^{\nu_i} \int_{\tau_{ik}}^{\tau_{ik} + T_{ik}} e^{-\alpha t} \, dt \\
&\quad + \sum_{i \in S} \sum_{k = 1: \tau_{ik} \in B}^{\nu_i} \int_{\tau_{ik}}^{\tau_{ik} + T_{ik}} e^{-\alpha t} \, dt \\
&\quad + \sum_{i \in S} \sum_{k = 1: \tau_{ik} \in C}^{\nu_i} \int_{\tau_{ik}}^{\tau_{ik} + T_{ik}} e^{-\alpha t} \, dt.
\end{align}

Let d^S be the sum corresponding to policy u'. It is clear from Figure 5, (33) and that fact that the function e^{-\alpha t} is decreasing in t that

\begin{align}
d'^S &= \sum_{i \in S} \sum_{k = 1: \tau_{ik} \in A}^{\nu_i} \int_{\tau_{ik}}^{\tau_{ik} + T_{ik}} e^{-\alpha t} \, dt \\
&\quad + \sum_{i \in S} \sum_{k = 1: \tau_{ik} \in B}^{\nu_i} \int_{\tau_{ik}}^{\tau_{ik} + T_{ik}} e^{-\alpha t} \, dt \\
&\quad + \sum_{i \in S} \sum_{k = 1: \tau_{ik} \in C}^{\nu_i} \int_{\tau_{ik}}^{\tau_{ik} + T_{ik}} e^{-\alpha t} \, dt \\
&< d^S.
\end{align}

It follows that for this sample path a policy that gives complete priority to S^c-jobs minimizes the sum d^S. Hence this result holds taking expectations, and by equation (31) conservation law (a) follows, which completes the proof of the theorem. □

Since performance measure \( \lambda^*(\alpha) \) satisfies generalized conservation laws, the results of §4 apply. Direct application of Theorem 4 yields the next result.

**Corollary 2.** The performance region for branching bandits corresponding to performance vector \( \lambda^*(\alpha) \) is the extended contra-polymatroid \( \mathcal{P}(A_a, b_a) \); furthermore, the vertices of \( \mathcal{P}(A_a, b_a) \) are the performance vectors corresponding to static-priority policies.

5.1.4. **Optimal solution.** From equation (21) it is clear how to apply the results of §4 to solve the reward-tax problem: run adaptive-greedy algorithm \( \mathcal{A}_\mathcal{B} \) with input \((r + r_a, A_a)\). Let \( \gamma_1(\alpha), \ldots, \gamma_n(\alpha) \) be the allocation indices so obtained. Then we have, by Theorem 5.

**Theorem 8 (Indexability: Discounted Branching Bandits).** An optimal scheduling policy is to serve at each decision epoch a job with largest current allocation index \( \gamma_1(\alpha) \).

The previous theorem characterizes the structure of the optimal policy. We will see later that we can also compute the performance of the optimal policy, as we will present in Proposition 6 closed formulae for matrix \( A_a \) and set function \( b_a \).
5.1.5. *Economic interpretation of allocation indices in discounted branching bandits.* The original definition of dynamic allocation indices in multiarmed bandit problems (see e.g. Gittins (1989)) characterized them as optimal reward rates with respect to a family of stopping times. Our definition of allocation indices, on the other hand, involves sums of optimal dual variables in a certain linear program. In this section we clarify the relation between these two definitions, and show that they are, indeed, equivalent.

Given a discounted branching bandit problem, as described above, we shall define a modified problem by adding an additional job class, which we label 0, with infinite service time (i.e., \( v_0 = \infty \)). A reward of \( r_0 \), continuously discounted in time, is received for each unit of time that a class-0 job is in service. Notice that the option to serve a class-0 job may be interpreted as an option to retire from the game modeled by the original problem for a *pension of* \( r_0 \), discounted in time. Notice also that the modified problem is still a branching bandit problem.

Let us now assume that at time \( t = 0 \) there are only two jobs present, a class-0 and a class-\( i \) job, with \( i \in \mathcal{N} \). We may then consider the following question: What is the smallest value of the pension \( r_0 \) that makes the option of retirement (serving the class-0 job) preferable to the option of continuation (serving the class-\( i \) job)? Let us call this a *break-even value* \( r_0^\#(i) \). Let \( \gamma_1, \ldots, \gamma_n \) be the allocation indices corresponding to the original branching bandit problem.

**Proposition 5.** \( \gamma_i = r_0^\#(i) \).

**Proof.** Let \( \gamma_0^0, \gamma_1^0, \ldots, \gamma_n^0 \) be the allocation indices for the modified problem. Let us partition the corresponding modified state space as \( \mathcal{N} = \{0\} \cup \mathcal{N} \). It is easily seen that Assumption 2 holds for the modified problem. Hence Theorem 3 applies, and the problem is decomposable. Consequently,

\[
\gamma_0^0 = r_0 \quad \text{and} \quad \gamma_j^0 = \gamma_j, \quad j \in \mathcal{N}.
\]

Now, since by Theorem 8 it is optimal to serve a job with largest current allocation index, it follows that the break-even reward \( r_0 \) which makes the options of continuation and of retirement (with reward \( r_0 \)) equally attractive is \( r_0 = \gamma_0^0 \). But, by definition, \( r_0^\#(i) \) is such a breakpoint. Therefore \( r_0^\#(i) = \gamma_0^0 \), which completes the proof. \( \square \)

**Remark.** Whittle (1980), (1982) introduced the idea of a retirement option in his analysis of the multiarmed bandit problem, and provided an interpretation of the Gittins indices as break-even values. Weber (1992) also made use of this characterization of the Gittins indices in his intuitive proof. Here we extend this interpretation to the more general case of branching bandits. From this characterization it follows that the allocation indices coincide with the well known Gittins indices in the classical multiarmed bandit problem.

5.1.6. *Parameter computation.* The results of the previous sections are structural, but do not lead to explicit computations of matrix \( A_\alpha \) and set function \( b_\alpha \) appearing in the generalized conservation laws for the branching bandit problem. Our goal in this section is to compute from the model data matrix \( A_\alpha \) and set function \( b_\alpha \). Combined with the previous results these computations make possible to evaluate the performance of specific policies.

As generic data for the branching bandit model, we assume that the joint distribution of \((v_i, (N_j)_{t \in \bar{t}})\) is given by the transform

\[
(35) \quad \Phi_i(\alpha, z_1, \ldots, z_n) = E[e^{-\alpha v_1 z_1 N_1 \cdots z_n N_n}].
\]
Notice that

\[ E[N_{ij} e^{-\alpha u_i}] = \frac{\partial}{\partial z_j} \Phi_i(\alpha, 1). \]

In addition, we are given the Laplace transform of the marginal distribution of service time \( u_i \),

\[ \Psi_i(\alpha) = E[e^{-\alpha u_i}]. \]

Finally, the vector \( L(0) = (L_1(0), \ldots, L_n(0)) \) of jobs present at the start is assumed to be known.

As we saw in the previous section the duration of an \((i, S)\)-period, \( T^S_i \), plays a crucial role. We will compute its Laplace transform function,

\[ \Psi^S_i(\alpha) = E[e^{-\alpha T^S_i}]. \]

For this reason we decompose the duration of an \((i, S)\)-period as a sum of independent random variables as follows:

\[ (36) \]

\[ T^S_i \overset{d}{=} \nu_i + \sum_{j \in S} \sum_{k=1}^{N_{ij}} T^S_{j,k}, \]

where \( \nu_i, \{T^S_{j,k}\}_{k \geq 1} \) are independent. Therefore,

\[ (37) \]

\[ \Psi^S_i(\alpha) = E[e^{-\alpha \nu_i} E[e^{-\alpha \sum_{j \in S} \sum_{k=1}^{N_{ij}} T^S_{j,k}} | \nu_i]] \]

\[ = E \left[ e^{-\alpha \nu_i} \prod_{j \in S} E[e^{-\alpha T^S_{j,k}}]^{N_{ij}} \right] \]

\[ = \Phi_i(\alpha, \Psi^S_S(\alpha), 1_{S^c}), \quad \text{for } i \in \mathcal{N}, \]

where \( \Psi^S_S(\alpha) = (\Psi^S_i(\alpha))_{i \in S} \). Given \( S \), fixed point system (37) provides a way to compute the values of \( \Psi^S_i(\alpha) \), for \( i \in \mathcal{N} \). We can now prove the following result:

**Proposition 6 (Computation of \( A^S_i, b_a \)).** For a branching bandit process, matrix \( A_a \) and set function \( b_a \) satisfy the following relations:

\[ (38) \]

\[ A^S_{i,a} = \frac{1 - \Psi^S_i(\alpha)}{\Psi_i(\alpha)}, \quad \text{for } i \in S \text{ and } S \subseteq \mathcal{N}; \]

\[ (39) \]

\[ b_a(S) = \prod_{j \in S^c} \left[ \Psi^S_j(\alpha) \right]^{L_{j}(0)} - \prod_{j \in \mathcal{N}^c} \left[ \Psi^S_j(\alpha) \right]^{L_j(0)}, \quad \text{for } S \subseteq \mathcal{N}. \]

**Proof.** Relation (38) follows directly from the definition of \( A^S_{i,a} \). Furthermore,

\[ (40) \]

\[ T^S_{L(0)} \overset{d}{=} \sum_{i \in S} \sum_{k=1}^{L_{i,k}(0)} T^S_{i,k}. \]
Hence,

\[
E \left[ \int_{0}^{T_{i,0}} e^{-\alpha t} dt \right] = \frac{1}{\alpha} - \frac{1}{\alpha} E \left[ e^{-\alpha \Sigma_{s} \alpha_{s} \sum_{t=1}^{L_{s}(0)} T_{i}^{s}} \right]
\]

\[
= \frac{1}{\alpha} - \frac{1}{\alpha} \prod_{i \in S} [\Psi_{i}^{S}(\alpha)]^{L_{i}(0)}.
\]

Therefore, from (25), (39) follows. \(\square\)

REMARKS. 1. Notice that \(A_{i,\alpha}^{j} = (1 - \Psi_{i}(\alpha)/\Psi_{i}(\alpha))\), for \(i \in \mathcal{N}\), and

\[
b_{\alpha}(\mathcal{N}) = 1 - \prod_{j \in \mathcal{N}} [\Psi_{j}^{S}(\alpha)]^{L_{j}(0)}, \quad \text{for } S \subseteq \mathcal{N}.
\]

2. From Proposition 6 we can compute matrix \(A_{\alpha}\) and set function \(b_{\alpha}\) provided we can solve system (37). As an example, we illustrate the form of the equations in the special case, in which the class-\(j\) jobs that arrive during the time that we work on class-\(i\) job form a Poisson process with rate \(\lambda_{ij}\), i.e.,

\[
\Phi_{i}(\alpha, z_{1}, \ldots, z_{n}) = E \left[ e^{-\nu_{i}(\alpha + \Sigma_{j} \lambda_{ij}(1 - z_{j}))} \right] = \Psi_{i}^{S}(\alpha) = \Psi_{i}^{S} \left( \alpha + \sum_{j \in \mathcal{N}} \lambda_{ij}(1 - z_{j}) \right).
\]

In this case, (37) yields

\[
\Psi_{i}^{S}(\alpha) = \Psi_{i}^{S} \left( \alpha + \sum_{j \in S} \lambda_{ij}(1 - \Psi_{j}^{S}(\alpha)) \right), \quad \text{for } i \in \mathcal{N}.
\]

As a result, an algorithm to compute \(\Psi_{i}^{S}(\alpha)\) is as follows:

(1) Find a fixed point for the system of nonlinear equations (42) in terms of \(\Psi_{i}^{S}(\alpha)\). Although in general (42) might not have a closed form solution, in special cases \(\nu_{i}\) exponential) a closed form solution can be obtained.

(2) From Proposition 6 compute \((A_{\alpha}, b_{\alpha})\) in terms of \(\Psi_{i}^{S}(\alpha)\).

5.2. Undiscounted branching bandits. In this section we apply the framework developed in §4 to the branching bandit problem with a linear undiscounted cost criterion. This problem was first introduced and solved by Meilijson and Weiss (1977) using dynamic programming ideas.

We shall assume in what follows that matrix \(E[N] = (E[N_{ij}])_{i,j \in \mathcal{N}}\) satisfies the following condition:

ASSUMPTION 3. Matrix \(E[N]\) has spectral radius smaller than 1.

Bertsimas, Paschalidis and Tsitsiklis (1994b) proved that under Assumption 3 the branching bandit process is stable, in the sense that the first and second moments of its busy period are finite.

5.2.1. The undiscounted tax problem. In the undiscounted tax problem, a holding tax \(h\), per unit time is incurred continuously while a class-\(i\) job is in the system. We do not consider undiscounted rewards (i.e., a reward \(r_{i}\) is earned on completion of a class-\(i\) job) since the total expected reward earned is the same under all policies. Let us define the objective to be maximized, \(Z_{u}^{h}\), as

\[
Z_{u}^{h} = - (\text{total expected tax incurred under policy } u).
\]
The tax problem can now be written as the optimal control problem

$$\max_{u \in \mathcal{U}} Z_u^h.$$ (43)

5.2.2. Performance measures. We introduce next two performance measures, $C_u = (C_j^u)_{j \in \mathcal{J}}$ and $W_u = (W_j^u)_{j \in \mathcal{J}}$, that are appropriate for modeling a linear undiscounted delay cost structure. We assume in what follows that all the expectations that appear are finite. Later we will show necessary and sufficient conditions for this assumption to hold. Using the indicator

$$I_j(t) = \begin{cases} 1, & \text{if a class-}j \text{ job is in service at time } t; \\ 0, & \text{otherwise,} \end{cases}$$

we introduced earlier, let us define performance measure $C_j^u$ as the total expected completion time of class-$j$ jobs under policy $u$, i.e.,

$$C_j^u = E_u \left[ \sum_{k=1}^{n_j} (\tau_{jk} + \nu_{jk}) \right].$$ (44)

Let us define another performance measure, $W_j^u$, as the total expected system time of class-$j$ jobs under policy $u$, i.e.,

$$W_j^u = E_u \left[ \int_0^{T_{j0}} L_j(t) \, dt \right].$$ (45)

We show now how to express objective $Z_u^h$ as a linear function of performance vectors $W_u$ or $C_u$.

First, it is clear from the definition of the undiscounted tax problem that

$$Z_u^h = - \sum_{j \in \mathcal{J}} h_j W_j^u.$$ (46)

As for the relation with performance vector $C_u$, it is obtained by taking the limit as $\alpha \downarrow 0$ on Eq. (23), which yields

$$L_j^*(0) = - \frac{d}{d\alpha} \lambda_j^u(0) + \sum_{i \in \mathcal{I}} E[N_{ij}] \frac{d}{d\alpha} \lambda_i^u(0) + g_j, \quad \text{for } j \in \mathcal{J},$$ (47)

where

$$g_j = \sum_{i \in \mathcal{I}} E[\nu_i] (E[\nu_i] E[N_{ij}] - E[\nu_i N_{ij}]).$$

Since it can be seen that

$$\frac{d}{d\alpha} \lambda_j^u(0) = -C_j^u,$$

we obtain the following linear relation between performance vectors $W_u$ and $C_u$:

$$W_j^u = C_j^u - \sum_{i \in \mathcal{I}} E[N_{ij}] C_i^u + g_j, \quad \text{for } j \in \mathcal{J}.$$ (48)
We can also express objective $Z^h_u$ as a linear function of performance vector $C^u$. By (48),

$$Z^h_u = - \sum_{j \in \mathcal{N}} h_j W^u_j$$

$$= - \sum_{i \in \mathcal{S}} \left( h_i - \sum_{j \in \mathcal{N}} E[N_{ij}] h_j \right) C^u_i - \sum_{i \in \mathcal{S}} h_i g_i.$$

5.2.3. Conservation laws for the completion times. We show next that performance measures $C^u$ satisfies generalized conservation laws. Let us define

$$A^S_i = E[T^S_i], \quad \text{for } i \in \mathcal{S},$$

$$b(S) = \frac{1}{2} E \left[ \left( T^S_{I(0)} \right)^2 \right] - \frac{1}{2} E \left[ \left( T^S_{I(0)} \right)^2 \right] + \sum_{i \in \mathcal{S}} b_i(S), \quad \text{where}$$

$$b_i(S) = E[v_i] \left( E[v_i] E[T^S_i] - \frac{1}{2} E \left[ \left( T^S_i \right)^2 \right] \right), \quad \text{for } i \in \mathcal{S}.$$

Theorem 9 (Generalized conservation laws for the completion times). The performance vector for branching bandits $C^u$ satisfies the following generalized conservation laws:

(a) $\sum_{i \in \mathcal{S}} A^S_i C^u_i \leq b(S)$, for $S \subseteq \mathcal{N}$, with equality if policy $u$ gives complete priority to $S$'s jobs.

(b) $\sum_{i \in \mathcal{S}} A^S_i C^u_i = b(\mathcal{S})$.

Proof. Let $S \subseteq \mathcal{N}$. Let us assume that jobs are selected under an admissible policy $u$. This generates a branching bandit process. Let us define two random vectors, $(r_i)_{i \in \mathcal{N}}$ and $(d^S_i)_{i \in \mathcal{S}}$, as functions of the sample path as follows:

$$r_i = \int_0^\infty I_i(t) t \, dt = \sum_{k=1}^{u_i} \int_{\tau_{ik}}^{\tau_{ik} + \tau_{ik}} t \, dt$$

$$= \sum_{k=1}^{u_i} \left( v_{ik} \tau_{ik} + \frac{v_{ik}^2}{2} \right), \quad i \in \mathcal{N}, \quad \text{and}$$

$$d^S_i = \sum_{k=1}^{u_i} \int_{\tau_{ik}}^{\tau_{ik} + T^S_{ik}} t \, dt, \quad i \in \mathcal{S}.$$

Now, we have

$$E_u[r_i] = E_u \left[ \sum_{k=1}^{u_i} \left( v_{ik} \tau_{ik} + \frac{v_{ik}^2}{2} \right) | v_i \right]$$

$$= E_u \left[ \sum_{k=1}^{u_i} \left( E[v_i] E[\tau_{ik} | v_i] + \frac{E[v_i^2]}{2} \right) \right]$$

$$= E[v_i] E_u \left[ \sum_{k=1}^{u_i} \tau_{ik} \right] + \frac{E[v_i] E[v_i^2]}{2}.$$
Note that equality (53) holds because, since \( u \) is nonanticipative, \( \tau_{ik} \) and \( v_{ik} \) are independent random variables. Furthermore,

\[
E_u[d_i^S] = E_u \left[ \sum_{k=1}^{\nu_i} \int_{\tau_{ik}}^{\tau_{ik} + T_i^{S^o}} t \, dt \right] = E_u \left[ E \left[ \sum_{k=1}^{\nu_i} \int_{\tau_{ik}}^{\tau_{ik} + T_i^{S^o}} t \, dt \mid v_i \right] \right] 
\]

\[
= E_u \left[ \sum_{k=1}^{\nu_i} E \left[ \left( \tau_{ik} T_{ik}^{S^c} + \frac{(T_{ik}^{S^c})^2}{2} \right) \mid v_i \right] \right] 
\]

\[
= E \left[ T_{i}^{S^c} \right] E_u \left[ \sum_{k=1}^{\nu_i} \tau_{ik} \right] + \frac{E[v_i]E[(T_{i}^{S^c})^2]}{2}. 
\]

Note that equality (55) holds because, since policy \( u \) is nonanticipative, \( \tau_{ik} \) and \( T_{ik}^{S^c} \) are independent random variables. Hence, by (54) and (55),

\[
C_i^u - E[v_i]E[u_i] = \frac{E_u[r_i] - \frac{1}{2}E[v_i]E[u_i^2]}{E[u_i]} 
\]

\[
= \frac{E_u[d_i^S] - \frac{1}{2}E[v_i]E[(T_{i}^{S^c})^2]}{E[T_{i}^{S^c}]}, \quad i \in S 
\]

and therefore we obtain

\[
\sum_{i \in S} A_i^SC_i^u = E_u \left[ \sum_{i \in S} d_i^S \right] + \sum_{i \in S} b_i(S). \tag{56} 
\]

We will first show that if policy \( u = \pi \) gives complete priority to \( S^c \) jobs then generalized conservation law (a) holds with equality. Applying Proposition 4 we obtain:

\[
\int_0^{T_{E_{L(0)}}} t \, dt = \int_0^{T_{E_{L(0)}}} t \, dt + \sum_{i \in S} \sum_{k=1}^{\nu_i} \int_{\tau_{ik}}^{\tau_{ik} + T_i^{S^c}} t \, dt 
\]

\[
= \frac{(T_{E_{L(0)}}^{S^c})^2}{2} + \sum_{i \in S} d_i^S. \tag{57} 
\]

Hence, taking expectations and using Eq. (56) and the definition of \( b(S) \) we obtain

\[
\sum_{i \in S} A_i^SC_i^\pi = b(S), 
\]

which proves that generalized conservation law (a) holds with equality. Notice that by letting \( S = \emptyset \) part (b) follows.

We next show that generalized conservation law (a) is satisfied in the inequality case. We will use a sample path interchange argument. Let the jobs be selected under an admissible policy \( u \). For a given sample path of the branching bandit process let us
consider the sum

\[ d^S = \sum_{i \in S} d_i^S = \sum_{i \in S} \sum_{k=1}^{\nu_i} \int_{\tau_{ik}}^{\tau_{ik} + T_{ik}^S} t \, dt. \]

Suppose that at time \( \tau_{i^*, k^*} \), a class-\( i^* \) job, with \( i^* \in S \) is selected for the \( k^* \)th time. Suppose that at that time a class-\( j^* \) job, with \( j^* \in S^c \) is also available, but it is selected later, at time \( \tau_{j^*, k} \). Let us consider the effect of selecting instead that class-\( j^* \) job in \( S^c \) at time \( \tau_{j^*, k} \), and selecting immediately afterwards the class-\( i^* \) job. Let us call the corresponding policy \( u' \). Let \( A, B \) and \( C \) be the segments shown in Figure 5. The sum \( d^S \) can be decomposed as

\[
(58) \quad d^S = \sum_{i \in S} \sum_{k=1: \tau_{ik} \in A}^{\nu_i} \int_{\tau_{ik}}^{\tau_{ik} + T_{ik}^S} t \, dt \\
+ \sum_{i \in S} \sum_{k=1: \tau_{ik} \in B}^{\nu_i} \int_{\tau_{ik}}^{\tau_{ik} + T_{ik}^S} t \, dt \\
+ \sum_{i \in S} \sum_{k=1: \tau_{ik} \in C}^{\nu_i} \int_{\tau_{ik}}^{\tau_{ik} + T_{ik}^S} t \, dt.
\]

Let \( d'^S \) be the sum corresponding to policy \( u' \). It is clear from Figure 5, (58) and the fact that the function \( t \) is increasing in \( t \) that

\[
d'^S = \sum_{i \in S} \sum_{k=1: \tau_{ik} \in A}^{\nu_i} \int_{\tau_{ik}}^{\tau_{ik} + T_{ik}^S} t \, dt \\
+ \sum_{i \in S} \sum_{k=1: \tau_{ik} \in B}^{\nu_i} \int_{\tau_{ik}}^{\tau_{ik} + T_{ik}^S} t \, dt + \sum_{j \in \cal{A}} \nu_j E[T_j^S] \\
> d^S.
\]

It follows that for this sample path a policy that gives complete priority to \( S^c \)-jobs maximizes the sum \( d^S \). Hence this result holds taking expectations, and by Eq. (56) conservation law (a) follows, which completes the proof of the theorem. □

**Corollary 3.** The performance region for branching bandits corresponding to performance vector \( C^u \) is the extended polymatroid \( \cal{P}(A, b) \); furthermore, the vertices of \( \cal{P}(A, b) \) are the performance vectors corresponding to static-priority rules.

**5.2.4. Conservation laws for the number in system.** We show next that the performance measure for branching bandits \( W^u \) defined by (45) satisfies generalized conservation laws. Let us define, for \( S \subseteq \cal{A} \);

\[
(59) \quad \bar{A}_i^S = E[T_i^S], \quad \text{for } i \in S, \text{ and}
\]

\[
(60) \quad \bar{b}(S) = b(\cal{A}) - b(S^c) + \sum_{j \in S} g_j E[T_j^S],
\]

where \( g_j \) is given by (47).
Theorem 10 (Generalized conservation laws for the number in system). The performance vector for branching bands $W^u$ satisfies the following generalized conservation laws:

(a) $\sum_{i \in S} \overline{A}_i^u W^u_i \geq \overline{b}(S)$, for $S \subset \mathcal{N}$, with equality if policy $u$ gives complete priority to $S$-jobs.
(b) $\sum_{i \in \mathcal{N}} \overline{A}_i^u W^u_i = \overline{b}(\mathcal{N})$.

Proof. By applying Eq. (48) for relating $C^u$ with $W^u$, we obtain

\begin{align}
\sum_{j \in S} \overline{A}_j^u W^u_j &= C^u \left( I - E[N] \right) \begin{pmatrix} E[T^S_j] \\ 0 \end{pmatrix} - g^S_j E[T^S_j] \\
&= C^u \begin{pmatrix} (I_S - E[N_{SS}]) E[T^S_j] \\ -E[N_{SS}] E[T^S_j] \end{pmatrix} + g^S_j E[T^S_j] \\
&= C^u \begin{pmatrix} E[v_3] \\ E[v_{S'}] - E[T^S_j] \end{pmatrix} + g^S_j E[T^S_j] \\
&= b(\mathcal{N}) - \sum_{i \in \mathcal{N}} A_i^u C_i^u + \sum_{j \in S} g_j E[T^S_j],
\end{align}

where (61) follows from the results in §5.2.6 below. Now, by the conservation laws satisfied by $C^u$ (see Theorem 9) the result follows. □

Corollary 4. The performance region for branching bands corresponding to performance vector $W^u$ is the extended contra-polymatroid $\mathcal{P}_c(A, \overline{b})$; furthermore, the vertices of $\mathcal{P}_c(A, \overline{b})$ are the performance vectors corresponding to static-priority rules.

5.2.5. Optimal solution. From Eqs. (46) and (49) and the conservation laws satisfied by $C^u$ and $W^u$ we obtain two different algorithms for solving tax problem (43): the first one corresponds to running adaptive greedy algorithm $\mathcal{A}G$ with input $(-h, A)$, and it is a bottom-up algorithm (i.e., priorities are computed from lowest to highest); the second one corresponds to running algorithm $\mathcal{A}G$ with input $(\hat{h}, A)$, where

\begin{equation}
\hat{h}_i = h_i - \sum_{j \in \mathcal{N}} E[N_{ij}] h_j,
\end{equation}

and it is a top-down algorithm (i.e., priorities are computed from highest to lowest).

5.2.6. Parameter computation. In this section we show how to compute matrix $A$ and set $b$ from the branching model data. Recall that

\begin{align}
A_i^S &= E[T^S_i], \quad \text{for } i \in S, \\
b(S) &= \frac{1}{2} E[\{(T^S_{L(0)})^2\}] - \frac{1}{2} E[\{(T^S_{L(0)})^2\}] + \sum_{i \in S} E[v_i] \left( E[v_i] E[T^S_i] - \frac{1}{2} E[(T^S_i)^2] \right).
\end{align}

From Eq. (36) we obtain, taking expectations:

\begin{align}
E[T^S_i] &= E[v_i] + \sum_{j \in S} E[N_{ij}] E[T^S_j], \quad \text{for } i \in \mathcal{N}.
\end{align}
Solving this linear system we obtain \( E[T_i^S] \). Note that the computation of \( A_i^S \) is much easier in the undiscounted case compared with the discounted case, where we had to solve a system of nonlinear equations. Also, applying the conditional variance formula to (36) we obtain:

\[
\begin{align*}
\text{Var}[T_i^S] &= \text{Var}[v_i] + \left( E[T_j^S] \right)_{j \in S} \text{Cov}\left[ (N_{ij})_{j \in S} \right] \left( E[T_i^S] \right)_{j \in S} \\
&\quad + \sum_{j \in S} E[N_{ij}] \text{Var}[T_j^S], \quad i \in \mathcal{N}.
\end{align*}
\]

Solving this linear system we obtain \( \text{Var}[T_i^S] \) and thus \( E[(T_i^S)^2] \). Moreover, the expected number of class \( j \) jobs serviced during the busy period, \( E[v_j] \), for \( j \in \mathcal{N} \), can be obtained by solving the linear system

\[
E[v_j] = L_j(0) + \sum_{i \in \mathcal{N}} E[N_{ij}] E[v_i], \quad \text{for} \ j \in \mathcal{N}.
\]

Furthermore, from Eq. (40) we obtain

\[
E[T_{L(0)}^S] = \sum_{i \in \mathcal{S}} L_i(0) E[T_i^S], \quad \text{and}
\]

\[
\text{Var}[T_{L(0)}^S] = \sum_{i \in \mathcal{S}} L_i(0) \text{Var}[T_i^S].
\]

For computing \( \tilde{b}(S) \) the quantity \( E[v_i N_{ij}] \) is needed. It is easy to see that

\[
E[v_i N_{ij}] = \frac{\partial}{\partial a} \Phi_j(1, 1_r).
\]

5.3. Summary. Table 3 summarizes the problems we considered, the performance measures used, the conservation laws, the corresponding performance region, as well as the input to algorithm \( \mathcal{AM} \).

6. Special cases. In this section we present new linear programming formulations for several classical stochastic scheduling problems, by specializing the results of \$5 \$ for branching bandit problems. We show how to model each problem as a branching bandit problem, then characterize explicitly its performance region, and finally derive an optimal solution algorithm. The problems we address are: the multiarmed bandit problem, the problem of optimal dynamic scheduling of a multi-class queue with feedback, and the problem of scheduling a fixed batch of jobs.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Performance measure</th>
<th>Performance region</th>
<th>Indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \max_{u \in \mathcal{H}} Z_{u}^{(r, b)}(\alpha) )</td>
<td>( \lambda_i^x(\alpha) )</td>
<td>( P_i(A_u, b_u) )</td>
<td>( (r_u, A_u) \mapsto \gamma(\alpha) )</td>
</tr>
<tr>
<td>( \max_{u \in \mathcal{H}} Z_u^b )</td>
<td>( C_i^u )</td>
<td>( \mathcal{P}(A, b) )</td>
<td>( (r, A) \mapsto \gamma )</td>
</tr>
<tr>
<td>( W_{ij} )</td>
<td>( \mathcal{P}_j(\bar{A}, \bar{b}) )</td>
<td>( A, b: \text{see (50), (51)} )</td>
<td>( \bar{r}: \text{see (63)} )</td>
</tr>
<tr>
<td>( \bar{A}, \bar{b}: \text{see (59), (60)} )</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6.1. The multiarmed bandit problem

6.1.1. Problem definition. The multiarmed bandit problem can be described as follows: There are $K$ parallel projects, indexed $k = 1, \ldots, K$. Project $k$ can be in one of a finite number of states $j_k \in \mathcal{N}_k$. At each instant of discrete time $t = 0, 1, \ldots$ one must work on exactly one project. If one works on project $k$ in state $j_k(t)$ at time $t$, then an immediate reward of $r_{k}^{j_k(t)}$ is earned. Rewards are additive and are discounted in time by a discount factor $0 < \beta < 1$. The state $j_k(t)$ changes to $j_k(t + 1)$ by a homogeneous Markov transition rule, with transition matrix $P^k = (p_{ij}^k)_{i,j \in \mathcal{N}_k}$, while the states of the projects one has not engaged remain unchanged. The problem is to find an admissible scheduling policy $u \in \mathcal{U}$ (the class of admissible policies $\mathcal{U}$ consists of all nonanticipative and nonidling policies) that selects at each time a project to engage in order to maximize the total expected discounted reward earned over an infinite horizon.

$$Z = \max_{u \in \mathcal{U}} \mathbb{E}_u \left[ \sum_{t=0}^{\infty} \beta^t j_k(t) \right].$$

6.1.2. Modeling as a branching bandit problem. We shall model the problem as a discounted branching bandit problem in order to apply the results of §5.1. We thus identify project states with job classes, in such a way that working on a project in state $i$ corresponds to serving a class-$i$ job. Using the notation of §5.1, we define the set of job classes to be $\mathcal{N} = \bigcup_{k=1}^{K} \mathcal{N}_k$. All jobs have unit processing times, so that $v_i = 1$, for $i \in \mathcal{N}$. The continuous-time discount factor $\alpha$ is related to $\beta$ by $e^{-\alpha} = \beta$. Let us define matrix $P = (p_{ij})_{i,j \in \mathcal{N}}$ by

$$p_{ij} = \begin{cases} p_{ij}^k, & \text{if } i, j \in \mathcal{N}_k, \text{ for some } k = 1, \ldots, K; \\ 0, & \text{otherwise}, \end{cases}$$

and vector $r = (r_i)_{i \in \mathcal{N}}$ by $r_i = r_i^k$, if $i \in \mathcal{N}_k$, for $k = 1, \ldots, K$. The vector of class-$j$ descendants $(N_j(i))_{i \in \mathcal{N}}$ of a class-$i$ job is a multinomial random variable, as a class-$i$ job has only one descendent, which is of class-$j$ with probability $p_{ij}$. The reward earned upon completion of a class-$i$ job is $r_i$.

Let us also define the discrete-time indicator

$$I_j(t) = \begin{cases} 1, & \text{if a project in state } j \text{ is engaged at time } t; \\ 0, & \text{otherwise}. \end{cases}$$

The performance measure $\lambda^u(\alpha) = (\lambda^u_j(\alpha))_{i \in \mathcal{N}}$ for discounted branching bandits given by (19) simplifies in this case into

$$\lambda^u_j(\alpha) = \beta \mathbb{E}_u \left[ \sum_{t=0}^{\infty} I_j(t) \beta^t \right], \text{ for } j \in \mathcal{N}.$$

We may interpret $\lambda_j(\alpha)$ as the total expected discounted time spent working on a project in state $j$ under policy $u$.

In terms of these performance measures, the multiarmed bandit problem can be written as

$$\beta Z = \max_{u \in \mathcal{U}} \sum_{i \in \mathcal{N}} r_i \lambda^u_j(\alpha).$$

6.1.3. Performance region. By Theorem 7, we know that performance measure $\lambda^u(\alpha)$ satisfies generalized conservation laws, and that the performance region it
spans is the extended contra-polymatroid $\mathcal{R}(A,a,b)$, where $A_a$ and $b_a$ are defined in (24) and (25), respectively. We shall show next how to compute $A_a$ and $b_a$ explicitly from the data of the multiarmed bandit model.

**Parameter computation.** For $S \subseteq \mathcal{N}_t$ let vector $t^S_i = (t^S_j)_S$ be defined as the solution of the linear system

$$t^S_i = 1 + \beta \sum_{j \in S} p_{ij} t^S_j, \text{ for } i \in S.$$  \hfill (65)

Let us also define

$$L_j(0) = \begin{cases} 1, & \text{if there is a project in state } j \text{ at time } t = 0; \\ 0, & \text{otherwise}. \end{cases}$$

**Proposition 7.** Matrix $A_a$ and set function $b_a$ are given by the following expressions:

(a)

$$A^S_{i, a} = \frac{1 - \beta}{\beta} \left( 1 + \beta \sum_{j \in S^c} p_{ij} t^S_j \right), \text{ for } i \in S;$$

(b)

$$b_a(S) = \prod_{j \in S^c} \left( 1 - (1 - \beta) t^S_j \right)^{L_j(0)}, \text{ for } S \subseteq \mathcal{N}_t$$

**Proof.** We have, by Eq. (35),

$$\Phi_i(\alpha, z_1, \ldots, z_n) = E\left[ e^{-\alpha z_1 \ldots z_n} z_1^{N_{\alpha_1}} \cdots z_n^{N_{\alpha_n}} \right]$$

$$= e^{-\alpha} \sum_{j \in \mathcal{N}_k} p_{ij} z_j$$

$$= \beta \sum_{j \in \mathcal{N}_k} p_{ij} z_j, \text{ for } i \in \mathcal{N}_k$$

and, by (37),

$$\Psi^S_i(\alpha) = \Phi_i\left(\alpha, (\Psi^S_j(\alpha))_{j \in S^c}, 1_{S^c}\right)$$

$$= \beta \left( \sum_{j \in S} p_{ij} \Psi^S_j(\alpha) + \sum_{j \in S^c} p_{ij} \right)$$

$$= \beta \left( 1 - \sum_{j \in S} p_{ij} (1 - \Psi^S_j(\alpha)) \right), \text{ for } i \in \mathcal{N}_t.$$

Now, it follows from (67) and (65) that

$$t^S_i = \frac{1 - \Psi^S_i(\alpha)}{1 - \Psi_i(\alpha)}, \text{ for } i \in S,$$
and part (a) follows by (67) and Proposition 6. Moreover, since \( \Psi_{j}^{e}(\alpha) = 0 \), Proposition 6 yields

\[
(68) \quad b_{\alpha}(S) = \prod_{j \in S^{c}} [\Psi_{j}^{S^{c}}(\alpha)]^{L_{j}^{(0)}} = \prod_{j \in S^{c}} (1 - (1 - \beta)t_{j}^{S^{c}})^{L_{j}^{(0)}},
\]

which proves (b). □

Proposition 7 together with Theorem 7 and Corollary 2 yield directly the following result.

**Proposition 8 (Performance Region for Multiarmed Bandits).** The performance region spanned by performance vectors \( \lambda^{u}(\alpha) \) in the multiarmed bandit problem is the extended contra-polymatroid defined by

\[
(69) \quad \sum_{i \in S} \left(1 + \beta \sum_{j \in S^{c}} p_{ij}t_{j}^{S^{c}}\right) \lambda_{i} \geq \frac{\beta}{1-\beta} \prod_{j \in S^{c}} (1 - (1 - \beta)t_{j}^{S^{c}})^{L_{j}^{(0)}}, \quad \text{for } S \subset \mathcal{N},
\]

\[
\sum_{i \in \mathcal{N}} \lambda_{i} = \frac{\beta}{1-\beta},
\]

\[
\lambda_{i} \geq 0, \quad \text{for } i \in \mathcal{N}.
\]

Furthermore, the performance vector \( \lambda^{u}(\alpha) \) corresponding to a scheduling policy that gives complete priority to projects with states in \( S^{c} \) achieves equality in (69).

6.1.4. Optimal solution. Gittins and Jones (1974) first showed that the optimal policy for the multiarmed bandit problem is a priority-index policy. The optimal priority indices can be computed by running adaptive greedy algorithm \( \mathcal{GF} \) with input \( (r, A_{\alpha}) \).

**Index decomposition.** Gittins and Jones (1974) further showed that the optimal indices associated with states of a project only depend on characteristics of that project (states, rewards and transition probabilities).

**Theorem 11 (Gittins and Jones 1974).** For each project \( k \) there exist indices \( \{\gamma_{i}^{k}\}_{i \in \mathcal{I}_{k}} \), depending only on characteristics of that project, such that an optimal policy is to work at each time on a project with largest current index.

This classical result follows in our framework as a consequence of Theorem 3 on the decomposition of optimal indices. In particular, the structure of matrix \( P = (p_{ij}) \) implies that

\[
A_{j, \alpha}^{S} = A_{j, \alpha}^{S \cap \mathcal{K}_{k}}, \quad \text{for } j \in S \cap \mathcal{K}_{k},
\]

so that Assumption 2 holds.

By the results of §5.1.5 we know that the allocation indices for this bandit problem are precisely the dynamic allocation indices introduced by Gittins and Jones (1974) (also called Gittins indices). Furthermore, by definition of allocation indices, we obtain a characterization of Gittins indices as sums of dual variables, a purely algebraic characterization. By Theorem 6, the Gittins indices can be computed by solving \( K \) subproblems, applying adaptive greedy algorithm \( \mathcal{GF} \), presented in §3, to subproblem \( k \), which has \( |\mathcal{K}_{k}| \) job classes, for \( k = 1, \ldots, K \).
The index-computing algorithm proposed by Varaiya, Walrand and Buyukkoc (1985) has the same time complexity as adaptive greedy algorithm $\mathcal{A}$. In fact, both algorithms are closely related, as we will see next. Let $t_i^S$ be as given by (65). Let $r_i^S$ be given by

$$r_i^S = r_i + \beta \sum_{j \in S} p_{ij} r_j^S, \quad \text{for } i \in S.$$  

The algorithm of Varaiya, Walrand and Buyukkoc can be stated as follows:

**Algorithm $\mathcal{WWB}$:**

- **Step 0.** Pick $\pi_1 \in \operatorname{argmax}(r_i^i / t_i^i; i \in \mathcal{N})$; let $g_{\pi_1} = \max(r_i^i / t_i^i; i \in \mathcal{N})$; set $J_1 = \{\pi_1\}$.
- **Step k.** For $j = 2, \ldots, n$:
  
  - pick $\pi_j \in \operatorname{argmax}\left\{ \frac{r_i^i \cup \{j\}}{t_i^i \cup \{j\}} : i \in \mathcal{N} \setminus J_{j-1} \right\}$; set $g_{\pi_{j-1}} = \left\{ \frac{r_i^i \cup \{j\}}{t_i^i \cup \{j\}} : i \in \mathcal{N} \setminus J_{j-1} \right\}$;
  
  - set $J_j = J_{j-1} \cup \{\pi_j\}$.

Varaiya et al. (1985) proved that $g_1, \ldots, g_n$, as given by algorithm $\mathcal{WWB}$, are the Gittins indices of the multiarmed bandit problem. Let $(\pi, \gamma, \gamma)$ be an output of algorithm $\mathcal{A}$. The following relation between algorithms $\mathcal{A}$ and $\mathcal{WWB}$ can be easily seen to hold by induction:

**Proposition 9.** The following relations hold: For $j = 1, \ldots, n - 1$,

$$\frac{r_i^{\pi_1, \ldots, \pi_j \cup \{i\}}}{t_i^{\pi_1, \ldots, \pi_j \cup \{i\}}} - \frac{r_i - \sum_{\pi_1, \ldots, \pi_n} A_{\pi_1, \ldots, \pi_n} \gamma_{\pi_1, \pi_2, \ldots, \pi_n}}{A_{\pi_1, \ldots, \pi_n}} = \frac{r_i^{\pi_1, \ldots, \pi_j}}{t_i^{\pi_1, \ldots, \pi_j}}, \quad \text{for } i \in \{\pi_{j+1}, \ldots, \pi_n\}, \text{ and}$$

$$\frac{r_i^i}{t_i^i} - \frac{r_i}{A_{i, \pi}} \equiv 0, \quad \text{for } i \in \mathcal{N},$$

and therefore, algorithms $\mathcal{A}$ and $\mathcal{WWB}$ are equivalent.

Algorithm $\mathcal{A}$ thus provides a new off-line top-down method (i.e., priorities are computed from highest to lowest) for computing Gittins indices. As shown above, it has the same computational complexity as the algorithm of Varaiya et al. (the faster off-line algorithm for computing Gittins indices known). The algorithms presented by Chen and Katehakis (1986) and by Katehakis and Veinott (1987) are on-line methods (they compute the Gittins index on a given state).

6.1.5. A closed formula for the optimal value function; submodularity. In this section we present a closed formula for the optimal value of a multiarmed bandit problem. We apply that formula to provide a new proof that the optimal value of the problem, seen as a function of the subset of projects involved, is a submodular set function.

Given a multiarmed bandit problem with $K$ projects, let us consider subproblem $k$, the one-armed bandit problem corresponding to project $k$, for $k = 1, \ldots, K$. Let

$$\gamma_{i_k}^k, \quad \text{for } i_k \in \mathcal{N}_k$$
be the Gittins indices corresponding to subproblem (project) \( k \). Let \( b^k \) be the set function corresponding to subproblem \( k \) as given by Eq. (68), i.e.,

\[
b^k(S_k) = \prod_{j \in I \setminus S_k} \left(1 - (1 - \beta) t_j^L S_k \right)^{(0)}, \quad \text{for } S_k \subseteq \mathcal{N}_k.
\]

**Proposition 10.** For each \( k, l \):

\[
b(S_k \cup S_l) = b^k(S_k) b^l(S_l), \quad \text{for } S_k \subseteq \mathcal{N}_k \text{ and } S_l \subseteq \mathcal{N}_l.
\]

**Proof Outline.** Using the fact that \( I_j^S = I_j^{S \cap \downarrow k} \), if \( j \in \mathcal{N}_k \) the result follows trivially. \( \square \)

Now, in order to solve the maximum reward problem, we run algorithm \( \mathcal{S} \) with input \((r, A_o)\). Let \( \pi \) be a permutation of \( \mathcal{N} \) produced by the algorithm. If \( \{\gamma_i\}_{i \in \mathcal{I}} \) are the corresponding Gittins indices, \( \pi \) must satisfy \( \gamma_{\pi_1} \leq \cdots \leq \gamma_{\pi_n} \). Permutation \( \pi \) of \( \mathcal{N} \) induces permutations \( \pi^k \) of \( \mathcal{N}_k \), for \( k = 1, \ldots, K \).

If \( \{\gamma^k_i\}_{i \in I_k} \) are the Gittins indices corresponding to subproblem \( k \), \( \pi^k \) must satisfy \( \gamma^k_{\pi^k_1} \leq \cdots \leq \gamma^k_{\pi^k_{|I_k|}} \).

Let us define independent random variables \( \eta, \eta_k \in \mathcal{N}_k \), for \( k = 1, \ldots, K \), by

\[
P(\eta \in \{\pi_1, \ldots, \pi_n\}) = b(\{\pi_1, \ldots, \pi_n\}), \quad \text{for } i = 1, \ldots, n, \text{ and}
\]

\[
P(\eta_k \in \{\pi^k_1, \ldots, \pi^k_{|I_k|}\}) = b^k(\{\pi^k_1, \ldots, \pi^k_{|I_k|}\}), \quad \text{for } i = 1, \ldots, |\mathcal{N}_k|.
\]

Given a subset of projects \( H \subseteq \{1, \ldots, K\} \), let \( Z(H) \) denote the optimal reward in the multiarmed bandit problem obtained when only projects in subset \( H \) are available. We have the following result:

**Theorem 12 (Optimal Reward of the Multiarmed Bandit Problem).** The optimal reward \( Z(H) \) can be expressed as

\[
(70) \quad Z(H) = E\left[ \max_{k \in H} \gamma^k_{\eta_k} \right].
\]

**Proof.** Since projects can be aggregated, it is enough to prove the theorem for the case of two projects, i.e., \( K = 2 \). First, notice that by Eq. (70), the expression for the optimal objective value of a linear program over an extended contra-polymatroid, and the characterization of the performance region of the multiarmed bandit as an extended polymatroid, we obtain:

\[
Z\{\{1, 2\}\} = (\gamma_{\pi_1}, \gamma_{\pi_2}, \ldots, \gamma_{\pi_n}) \begin{pmatrix}
b(\{\pi_1, \ldots, \pi_n\}) - b(\{\pi_1, \ldots, \pi_n\}) \\
\vdots \\
b(\{\pi_{n-1}, \pi_n\}) - b(\{\pi_n\}) \\
b(\{\pi_n\})
\end{pmatrix}
= E[\eta].
\]

Now, let \( H = \{1, 2\} \). In order to prove that Eq. (70) holds, it is enough to show that the following two random variables have the same distribution:

\[
(71) \quad \max(\gamma^1_{\eta}, \gamma^2_{\eta}) \overset{d}{=} \gamma_{\eta}.
\]
We have, for a given $\gamma_r$:

$$
(72) \quad P\{\max(\gamma^1, \gamma^2) \leq \gamma_r\} = P\{\gamma^1 \leq \gamma_r\}P\{\gamma^2 \leq \gamma_r\} \\
= b^1(\{i_1 \in \mathcal{N}: \gamma^1 \leq \gamma_r\})b^2(\{i_2 \in \mathcal{N}: \gamma^2 \leq \gamma_r\}) \\
= b(\{i \in \mathcal{N}: \gamma_i \leq \gamma_r\}) \\
= P\{\gamma_i \leq \gamma_r\}.
$$

Hence, the equality in distribution (71) holds, and the result follows. □

**Corollary 5 (Submodularity of the optimal reward function).** The optimal reward function $Z(H)$ of the multiarmed bandit problem is a submodular set function.

**Proof.** Since the function $H \mapsto \max_{k \in H} d_k$ is submodular, for any given vector of $d_k$s the result follows directly from formula (70). □

The fact that the optimal reward function of the multiarmed bandit problem is submodular was first shown by Weber (1992), who proved it from first principles. Tsitsiklis (1986) provided an early result in this direction.

6.2. **Scheduling control of a multiclass queue with Bernoulli feedback**

6.2.1. **System description.** A multiclass $M/G/1$ queue with Bernoulli feedback can be described as follows: A single server provides service to jobs, which are classified in a finite number $n$ of classes. External arrivals of class-i jobs follow a Poisson process of rate $\lambda_i$, for $i \in \mathcal{N} = \{1, \ldots, n\}$. Service times for class-i jobs are independent and identically distributed as a random variable $v_i$ with distribution function $G_i$. When the service of a class-i job is completed, the job may either join the queue of class-j jobs, with probability $p_{ij}$ (thus becoming a class-j job) or, with probability $1 - \sum_{j \in \mathcal{N}} p_{ij}$, leave the system.

The server must select the jobs for service according to an admissible scheduling policy $u \in \mathcal{U}$, which must be nonidling, nonpreemptive and nonanticipative; the decision epochs are $t = 0$ (if there is initially some job present), the times at which a job arrives to find the system empty, and the times at which a job completes service.

Klimov (1974) solved, by direct methods, the associated optimal control problem with a time-average holding cost criterion. Harrison (1975a) solved, using dynamic programming, the optimal control problem with a discounted reward-cost criterion, in the special case that there is no job feedback. Tcha and Pliska (1977) extended Harrison's results to the case with feedback.

6.2.2. **Modeling as a branching bandit.** The first busy period of a multiclass queue with Bernoulli feedback, as described above, can easily be modeled as a branching bandit. The set $\mathcal{N}$ of job classes, and the service times $v_i$ of class-i jobs are as in the corresponding queueing system. The class-j descendants $N_{ij}$ of a class-i job correspond to the number of external class-j job arrivals, along with the internal job transfers to class-j, occurring during the service of a class-i job.

6.2.3. **Discounted reward-cost objective.** Let us consider the following reward-cost structure: a continuous holding cost $\alpha h_t$ is incurred per unit time that a class-i job stays in the system. Furthermore, an instantaneous reward $r_i$ is earned at the service completion epoch of a class-i job. All costs and rewards are continuously discounted in time by a discount factor $\alpha > 0$.

The optimal scheduling problem is to find an admissible policy for assigning the server to the jobs demanding its service, in order to maximize the total expected
discounted value of the rewards earned minus the holding costs incurred over an infinite horizon.

6.2.4. Performing region and optimal solution. For a given $\alpha > 0$, we define performance measure $\lambda_j^u(\alpha)$ of class-$j$ jobs under policy $u$ to be total expected discounted number of class-$j$ job service completions, i.e.,

$$\lambda_j^u(\alpha) = E_u \left[ \sum_{k=1}^{\mathcal{N}_j} e^{-\alpha (r_{j,k} + \nu_{j,k})} \right], \quad \text{for } j \in \mathcal{J},$$

exactly as we did in our treatment of the discounted branching bandit problem.

The optimal value of the problem $Z_{u}^{(r, h)}(\alpha)$, can be written in terms of performance measure $\lambda_j^u(\alpha)$ as

$$Z_{u}^{(r, h)}(\alpha) = \sum_{i \in \mathcal{J}} (r_{i} + r_{i, a}) \lambda_i^u(\alpha) - \sum_{i \in \mathcal{J}} h_i L_i(0),$$

by (21), where vector $r_a = (r_{i, a})_{i \in \mathcal{J}}$ is given by (22).

By Theorem 7, we know that performance measure $\lambda_j^u(\alpha)$ satisfies generalized conservation laws, and that the performance region it spans is the extended contra-polymatroid $\mathcal{P}_c(A_{\alpha}, b_{\alpha})$, where $A_{\alpha}$ and $b_{\alpha}$ are defined by (24) and (25), respectively. We shall show next how to compute $A_{\alpha}$ and $b_{\alpha}$ from the data of the multiarmed bandit model.

Parameter computation. In the notation introduced in §5.1, we have that transform $\Phi_i(\cdot)$ is given by

$$\Phi_i(\alpha, z_1, \ldots, z_n) = E \left[ e^{-\alpha \nu_i z_i N_i} \ldots z_n N_n \right]$$

$$= E \left[ \left( 1 - \sum_{j \in \mathcal{J}} p_{ij} (1 - z_j) \right) e^{-\alpha (\nu_i + \sum_{j \in \mathcal{J}} \lambda_j (1 - z_j))} \right]$$

$$= \left( 1 - \sum_{j \in \mathcal{J}} p_{ij} (1 - z_j) \right) \Psi_i \left( \alpha + \sum_{j \in \mathcal{J}} \lambda_j (1 - z_j) \right).$$

Therefore, by (37) and (73) we obtain that the values of $\Psi_i^S(\alpha)$, for $i \in \mathcal{J}$, satisfy the system of equations

$$\Psi_i^S(\alpha) = \left( 1 - \sum_{j \in S} p_{ij} (1 - \Psi_j^S(\alpha)) \right) \Psi_i \left( \alpha + \sum_{j \in S} \lambda_j (1 - \Psi_j^S(\alpha)) \right), \quad \text{for } i \in \mathcal{J}.$$

Proposition 6, yields closed formulae for computing matrix $A_{\alpha}$ and set function $b_{\alpha}$ in terms of the $\Psi_i^S(\alpha)$s and the $\Psi_i(\alpha)$s. By the results in §5.1, the performance region spanned by performance vector $\lambda^u(\alpha)$ is the extended contra-polymatroid $\mathcal{P}_c(A_{\alpha}, b_{\alpha})$, and it shown there how to apply adaptive greedy algorithm $\mathcal{A}^{M}$ in order to compute the priority indices corresponding to the optimal scheduling policy.

6.2.5. Undiscounted cost objective. Klimov (1974) first considered the problem of optimal control of a single-server multiclass queue with Bernoulli feedback, with the criterion of minimizing the time-average holding cost. He established that the optimal nonidling, nonpreemptive and nonanticipative scheduling policy is a static-priority policy, and presented an algorithm for computing the optimal priorities. Tsoucas (1991) formulated Klimov's problem as a linear program over an extended polymatroid,
using as performance measures

\[ Q^u_i = \text{time-average length of queue } i \text{ under policy } u. \]

Adaptive greedy algorithm \( \mathcal{A} \mathcal{B} \) applied to this problem yields Klimov's original algorithm. A disadvantage is that Klimov's is a bottom-up algorithm: priorities are computed from lowest to highest. Also, Tsoucas does not obtain closed formulae for the right hand sides of the extended polymatroid inequalities, so it is not possible to evaluate the performance of an optimal policy. Our approach yields a top-down algorithm, gives explicit formulae for all the parameters of the extended polymatroid, and explains the somewhat surprising property that the optimal priorities do not depend on the arrival rates. The key observation for reducing the problem to a branching bandit problem is that an optimal policy under the time-average holding cost criterion must minimize the total expected holding cost in a busy period (see, e.g., Nain, Tsoucas and Walrand (1989)).

6.2.6. Performance region. By the results in §5.2 on the undiscounted branching bandit problem, we know that the performance regions spanned by the vector of expected system times, \( W^u \) (resp. expected completion times \( C^u \)) is the extended contra-polymatroid (resp. extended polymatroid) \( \mathcal{P}(\mathcal{A}, b) \) (resp. \( \mathcal{P}(A, b) \)), where parameters \( \mathcal{A}, b, A \) and \( b \) are as defined in §5.2. We show next how to compute such parameters from the model data.

It is easily seen that \( E[N_{ij}] = p_{ij} + E[v_i] \lambda_j. \) Therefore, by (64),

\[ E[T^S_{ij}] = E[v_i] + \sum_{j \in S} (p_{ij} + E[v_i] \lambda_j) E[T^S_{ij}], \quad \text{for } i \in \mathcal{N}, \]

which is vector notation is written as

\[ E[T^S_{S'}] = E[v_{S'}] + (P_{S'S'} + E[v_{S'}] \lambda_{S'}) E[T^S_{S'}], \quad \text{i.e.,} \]

\[ E[T^S_{S'}] = (I_{S'} - P_{S'S'} - E[v_{S'}] \lambda_{S'})^{-1} E[v_{S'}], \quad \text{and} \]

\[ E[T^S_{S'}] = E[v_{S'}] + (P_{S',S'} + E[v_{S}] \lambda_{S'}) E[t^S_{S'}]. \]

Let us define

\[ K_{S'} = \frac{\det(I_{S'} - P_{S'S'})}{\det(I_{S'} - P_{S'S'} - E[v_{S'}] \lambda_{S'})}. \]

The following algebraic invariance relations can be shown to hold:

\[ E[T^S_{S'}] = K_{S'}(I_{S'} - P_{S'S'})^{-1} E[v_{S'}], \quad \text{and} \]

\[ E[T^S_{S'}] = K_{S'}(E[v_{S'}] + P_{S',S'}(I_{S'} - P_{S'S'})^{-1} E[v_{S'}]). \]

Therefore, by definition of \( A^S_i \) in (50), we have that \( A^S_i = E[T^S_{ij}], \) for \( i \in S, \) while \( b(S) \) is given by (51). Now, we may define \( \mathcal{A}^S_i = A^S_i / K_{S'}, \) and \( b(S) = b(S) / K_{S'}, \) thus eliminating the dependence on the arrival of matrix \( A. \) As for the objective function,
by (49), and the fact that $E[N_{ij}] = p_{ij} + \lambda_i E[v_i]$ we obtain:

$$-Z^u_i = \sum_{j \in I_i} \left( h_i - \sum_{j \in J_i} p_{ij} h_j \right) C_i^u - b(K) \sum_{j \in J_i} h_j \lambda_j E[v_j] - \sum_{i \in J_i} h_i g_i,$$

where $h$ and $b$ are as given in §5.2. Therefore the control problem can be solved by running adaptive greedy algorithm $\mathcal{A} \mathcal{G}$ with input $(\hat{r}, \hat{A})$, where

$$\hat{r}_i = h_i - \sum_{j \in J_i} p_{ij} h_j, \quad \text{for } i \in J_i,$$

and since $(\hat{r}, \hat{A})$ does not depend on the arrival rates neither does the optimal policy. Notice that in contrast to Klimov's algorithm, with this method priorities are computed from highest to lowest. This top-down algorithm was proposed by Lai and Ying (1988) and by Nain, Tsoucas and Walrand (1989), who proved its optimality using interchange arguments. Bhattacharya, Georgiadis and Tsoucas (1991) provided a direct optimality proof.

Notice that by modeling the busy period of Klimov's problem as a branching bandit's tax problem, using performance measure $W^u_i$, we obtain exactly Klimov's algorithm.

Moreover, in the case that the arriving jobs are divided into $K$ projects, where a class-$k$ project consists of jobs with classes in a finite set $\mathcal{N}_k$, jobs in $\mathcal{N}_k$ can only make transitions within $\mathcal{N}_k$, and $\mathcal{N}$ is partitioned as $\mathcal{N} = \bigcup_{k=1}^{K} \mathcal{N}_k$, then it is easy to see that the index decomposition theorem (Theorem 6) applies, and therefore we can decompose the problem into $K$ smaller subproblems.

6.3. Optimal scheduling without job arrivals; deterministic scheduling. There is a batch of $n$ jobs to be processed by a single server. Job $i$ has a service requirement distributed as the random variable $v_i$, with Laplace transform $\Psi_i$. It is clear how to model this job scheduling process as a branching bandit process in which jobs have no descendants. Let us consider first the discounted case: For $\alpha > 0$ it is clear by definition of $A_{i,\alpha}^S$, in (24), that $A_{i,\alpha}^S = \alpha$, for $i \in S$. Therefore the performance region of the vectors $\lambda^S(\alpha)$ studied in §5.1 is a polymatroid. Consider the discounted reward-tax problem discussed in §5.1, in which a instantaneous reward $r_i$ is received at the completion of job $i$, and a holding tax $\alpha h_i$ is incurred for each unit of time that job $i$ is in the system. Rewards and taxes are discounted in time with discount factor $\alpha$. By (21) it follows that the allocation index for job $i$, in the problem of maximizing rewards minus taxes, is

$$\gamma_i(\alpha) = (r_i + h_i) \frac{\alpha \Psi_i(\alpha)}{1 - \Psi_i(\alpha)}.$$

Let us consider now the problem of minimizing the total weighted expected completion time of the jobs, where a holding cost $h_i$ is incurred per unit of time that a class $i$ job is in the system. By definition of $A_{i}^S$ in (59), $A_{i}^S = E[v_i]$, for $i \in S$. Hence the performance region of the performance vectors $E[v_i] W^u_i$, where $W^u_i$ is the expected system time of job $i$ is the base of a polymatroid. Thus by Eq. (49) it follows that the allocation index for job $i$ in the undiscounted tax problem is $\gamma_i = h_i / E[v_i]$. We thus
obtain that for every nonanticipative, nonpreemptive and nonidling scheduling policy $u$,

$$
\sum_{i \in S} E[u_i] W_i^u \geq \frac{1}{2} \left( \left( \sum_{i \in S} E[u_i] \right)^2 + \sum_{i \in S} E[u_i]^2 \right), \quad \text{for } S \subseteq \mathcal{N},
$$

and

$$
\sum_{i \in \mathcal{I}^-} E[u_i] W_i^u = \frac{1}{2} \left( \left( \sum_{i \in \mathcal{I}^-} E[u_i] \right)^2 + \sum_{i \in \mathcal{I}^-} E[u_i]^2 \right),
$$

with equality in (74) if policy $u$ gives priority to $S$-jobs. Queyranne (1993) characterized this performance region in the case that the processing times $v_i$ are deterministic.

In the case that there are precedence constraints among the jobs that form out-forests, i.e., each job can have at most one immediate predecessor, the problem can also be modeled as a branching bandit problem. The formulations developed in this section apply therefore to it (see also Horn (1972) and Glazebrook (1976)).

7. Conclusions. We presented a polyhedral treatment of several classical problems in stochastic and dynamic scheduling using polyhedral methods that leads, we believe, to a deeper understanding of their structural and algorithmic properties. Indeed, we hope that our results will be of interest to applied probabilists, as they provide new interpretations, proofs, algorithms, insights and connections to important problems in stochastic scheduling, as well as to discrete optimizers, since they reveal a new interesting structure (extended polymatroids), which has a genuinely applied origin.
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